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Preface

The AI, Simulation and Planning in High Autonomy Systems (AIS) 2004 Con-
ference was held on Jeju Island, Korea, October 4-6, 2004. AIS 2004 was the
thirteenth in the series of biennial conferences on Al and simulation. The confer-
ence provided the major forum for researchers, scientists and engineers to present
the state-of-the-art research results in the theory and applications of Al, simu-
lation and their fusion. We were pleased that the conference attracted a large
number of high-quality research papers that were of benefit to the communities
of interest.

This volume is the proceedings of AIS 2004. For the conference full-length
versions of all submitted papers were refereed by the respective international pro-
gram committee, each paper receiving at least two independent reviews. Careful
reviews from the committee selected 77 papers out of 170 submissions for oral
presentation. This volume includes the invited speakers’ papers, along with the
papers presented in the conference.

In addition to the scientific tracks presented, the conference featured keynote
talks by two invited speakers: Bernard Zeigler (University of Arizona, USA)
and Norman Foo (University of New South Wales, Australia). We were grateful
to them for accepting our invitation and for their talks. We also would like
to express our gratitude to all contributors, reviewers, program committee and
organizing committee members who made the conference very successful. Special
thanks are due to Tae-Ho Cho, the Program Committee Chair of AIS 2004 for
his hard work in the various aspects of conference organization.

Finally, we would like to acknowledge partial financial support by KAIST for
the conference. We also would like to acknowledge the publication support from
Springer.

November 2004 Tag Gon Kim
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Continuity and Change (Activity) Are Fundamentally
Related in DEVS Simulation of Continuous Systems

Bernard P. Zeigler, Rajanikanth Jammalamadaka, and Salil R. Akerkar

Arizona Center for Integrative Modeling and Simulation
Department of Electrical and Computer Engineering
University of Arizona, Tucson, Arizona 85721, USA

zeigler@ece.arizona.edu
www.acims.arizona.edu

Abstract. The success of DEVS methods for simulating large continuous mod-
els calls for more in-depth examination of the applicability of discrete events in
modeling continuous phenomena. We present a concept of event set and an as-
sociated measure of activity that fundamentally characterize discrete represen-
tation of continuous behavior. This metric captures the underlying intuition of
continuity as well as providing a direct measure of the computational work
needed to represent continuity on a digital computer. We discuss several appli-
cation possibilities beyond high performance simulation such as data compres-
sion, digital filtering, and soft computation. Perhaps most fundamentally we
suggest the possibility of dispensing with the mysteries of traditional calculus
to revolutionize the prevailing educational paradigm.

1 Introduction

Significant success has been achieved with discrete event approaches to continuous
system modeling and simulation[1,2,3]. Based on quantization of the state variables,
such approaches treat threshold crossings as events and advance time on the basis of
predicted crossings rather than at fixed time steps [4,5,6]. The success of these meth-
ods calls for more in-depth examination of the applicability of discrete events in
modeling continuous phenomena. I have previously proposed that discrete events
provide the right abstraction for modeling both physical and decision-making aspects
of real-world systems. Recent research has defined the concept of activity which
relates to the characterization and heterogeneous distribution of events in space and
time. Activity is a measure of change in system behavior — when it is divided by a
quantum gives the least number of events required to simulate the behavior with that
quantum size. The number of DEVS model transitions, and hence the simulation
execution time, are directly related to the threshold crossings. Hence activity is char-
acteristic of continuous behaviors that lower bounds work needed to simulate it on a
digital computer. The activity measure was originally formulated in the context of
ordinary and partial differential equations as the integral of the magnitudes of the
state space derivatives. This paper goes deeper into the activity measure to relate it to
the information content of a system behavior and to the very concept of continuity
itself.

The activity, re-examined, turns out to be a measure of variation defined on finite
sets of events. The value of this measure will tend to increase as we add events. But

T.G. Kim (Ed.): AIS 2004, LNAI 3397, pp. 1-13, 2005.
© Springer-Verlag Berlin Heidelberg 2005
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what is critical is that, once we have enough events to get the qualitative characteris-
tics of the curve, the measure slows down markedly or stops growing at all. Indeed, if
we are lucky enough to start with the right set of events then the measure should stay
constant from the very start of the refinement process. By qualitative characteristics
of the curve we mean the placement of its minima and maxima and we restrict the
curves of interest to those for which there are only a finite number of such extreme
points in the finite interval of interest. We will show that for a continuous curve, for
any initial sample set containing these points, the variation measure must remain
constant as we continue to inject new samples. If the sample set does not include
these extreme points, then the measure will grow rapidly until points are included that
are close enough to these extrema. Since performing simulations with successively
smaller quantum sizes generates successive refinements of this kind, we can employ
this concept to judge when a quantum size is just small enough to give a true qualita-
tive picture of the underlying continuous behavior. For spatially extended models,
employing the measure for successively smaller cell sizes, gives the same characteri-
zation for resolution required for continuity in space.

2 Review of Activity Results

Models with large numbers of diverse components are likely to display significant
heterogeneity in their components’ rates of change. The activity concept that we de-
veloped is intended to exploit this heterogeneity by concentrating computing attention
on regions of high rates of change — high activity — in contrast to uniformly attending
to all component changes with indifference to their activity levels. The concept of
activity, informally stated in this manner, applies to all heterogeneous milti-
component models, whether expressed in continuous or discrete formalisms. Our
focus here however, is on elucidating the activity concept within the context of con-
tinuous systems described by differential equations with the goal of intimately linking
the concept to discrete event simulation of such models. We have shown in recent
work that activity can be given a very intuitive and straightforward definition in this
context, that useful theoretical and practical implications can be derived, and that
such implications can be verified with empirical computational results. Indeed, sev-
eral studies have confirmed that using the quantization method of differential equa-
tion solution, DEVS simulation naturally, and automatically, performs the requisite
allocation of attention in proportion to activity levels. It does so by assigning time
advances inversely to rates of change, so that high rates of change get small time
advances, while low rates of change get large time advances. Hence component
events are scheduled for execution inversely to their activity levels. Furthermore, this
occurs in a dynamic manner, tracking changes in rates in a natural way, “at no extra
charge.”

2.1 Mapping ODEs to Quantized DEVS Networks

A mapping of ordinary differential equations (ODE) into DEVS integration networks
using quantization is detailed in [5], where supporting properties such as complete-
ness and error dependence on quantum size are established. Essentially, an ODE is
viewed as a network of instantaneous functions and integrators that are mapped in a
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one-one manner into an equivalent coupled network of DEVS equivalents. Each inte-
grator operates independently and asynchronously in that its time advance is com-
puted as the quantum divided by the just-received input derivative. Such inputs are
computed by instantaneous functions from outputs of integrators that they receive via
coupling. Were such inputs to be the same for all integrators and to remain constant
over time, then all integrators would be undergoing equal time advances, identical to
the time steps of conventional numerical schemes as characterized by the Discrete
Time System Specification (DTSS) formalism. However, such equality and constancy
is not the norm. Indeed, as just mentioned above, we expect the DEVS simulation to
exploit situations where there is considerable heterogeneity.

2.2 Activity Definition

We proceed to review the concept of activity as defined in [3], which should be con-
sulted for more detailed discussion of the material in the next sub-sections. Fig 1
illustrates the concept of activity as a measure of the amount of computational work
involved in quantized ODE simulations. Given equally spaced thresholds separated
from each other by a quantum, the number of crossings that a continuous non-
decreasing curve makes is given by the length of the range interval it has traveled
divided by the size of the quantum. This number of threshold crossing is also the
number of DEVS internal transitions that an integrator must compute. While the
quantum size is an arbitrary choice of the simulationist, the range interval length is a
property of the model, thus justifying the designation of this length to underlie our
activity measure .Generalizing to a curve that has a finite number of alternating
maximum and minima, we have the definition of activity in an interval

A:Z|m,.+1—m,.| (D)

where m,,m,,m,..m, the finite sequence of extrema of the curve in that interval. The

number of threshold crossings, and hence the number of transitions of the quantized
integrator, is then given by the activity divided by the selected quantum size

fO— e

quantum

/ / #Threshold Crossings

= Activity/quantum

"\
HH ‘ ‘ 8 | il
r =—21_ ] , Activity ,
’ =‘|:bIYaI| n
d . g ' i :

Activity(0,T) = Z‘miﬂ_
l

l

Fig. 1. Activity as a characteristic of continuous functions
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2.3 Computing the Activity

The activity measure in Eqn. 1 relates back to quantized integration of an ordinary
differential equation. The total number of DEVS transitions is the sum of those of the
individual integrators. This number is predicted by the total activity divided by the
quantum size, where total activity is the sum of individual activities of the integrators.

We can derive the rates of activity accumulation from the underlying ODE by not-
ing that:

7

L= f )
=

dd, _

Sl £,

i.e., the instantaneous rate of activity accumulation at an integrator is the absolute
value of its derivative input. When integrated over an interval, this instantaneous
differential equation turns out to yield the accumulated activity expressed in (1).

The total activity of all integrators can be expressed as

A=[F Oy,
where )
SOy = 2 [0y ) |-

We employ (2) to derive activity values where analytically possible in the next sec-
tion.

2.4 Activity in Partial Differential Equation Models

The activity formula derived so far applies to ordinary differential equations. We
extended it to partial differential equations (PDE) by discretizing space into a finite
number of cells and approximating the PDE as an ODE whose dimension equals the
number of cells. The activity formula (2) is than applied to this family of ODEs with
parameter N, the number of cells. For a one-dimensional diffusion example, when the
number of cells increases to infinity, the solution converges to that of the PDE and we
found the activity likewise converges. Table 1 displays activity formulas for different
initial states (diffusant distributions), where each formula gives the accumulated ac-
tivity over all cells until equilibrium is reached. In each case, the average activity
(total divided by number of cells) approaches a constant whose value depends on the
initial state.

2.5 Ratio of DTSS to DEVS Transitions

Fig. 2 illustrates how we compare the number of transitions required by a DTSS to
that required by a quantized DEVS to solve the same PDE with the same accuracy.
We derive the ratio:
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#DTSS _ MaxDeriv+T 51
#DEVS A/ N B
J (3)

Table 1. Activity calculation for one-dimensional diffusion with different initial conditions

dy,

where MaxDeriv = Max, [ o

Initial Activity Activity/N
H state as N>
A
MLE---4--- +=-=-- | Rectangular | 2HN(W/L)(1 —W/L) 2H(W/L)
] pulse (1 —W/1.)
g :
W 1 L Triangular (N-1Y*H/4 H/4
7 pulse
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Gaussian Constant/L
0 [ LN-] [Pk 42
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—f (077

time step
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# time steps
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Potential Speed Up

#time steps /
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X

number

5]
©o
= -
[

Fig. 2. Illustrating how to compare the number of DTTS transitions with those of DEVS for
solutions with the same accuracy

Table 2 shows the result of plugging in the activity calculations in Table 1 into the
ratio formula for the initial states discussed earlier. We see that for the rectangular
and triangular initial states, the ratio grows with the number of cells; while for the
Gaussian pulse, the ratio grows with the length of the space in which the pulse is
contained. The increasing advantage for increasing cell numbers was confirmed in
work by Alexandre Muzy [7] who compared the execution times of the quantized
DEVS with those of standard implicit and explicit methods for the same fire-spread
model as shown in Fig 3.
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We see that the growth of the quantized DEVS execution time with cell numbers is
linear while that of the traditional methods is quadratic. Indeed, the fire-spread model
employed in Muzy’s results is characterized by a sharp derivative at ignition while
otherwise obeying a diffusion law. This suggests that the predictions of the quadratic
advantage for the quantized DEVS approach to the rectangular pulse in Table 2 ap-

ply.

Table 2. Ratio of DTSS transitions to DEVS transitions for the same accuracy of solution

Initial state #DTSS/#DEVS
Rectangular Pulse TeN 2
2w(l—w)L?

where w is the width to the length ratio

Triangular Pulse
4TcN

2

Gaussian Pulse
0.0627

3\1/2
(C*tstart )

where f is an increasing function of L

—— —

ACD)

1200
— Explicit
Implicit
Quantized

Execution time {s)
]
=]
=]

-
=]
(=]

7=

1] 50 000 100 000 150 000 200000 250 000
Numbar of calls

0

Fig. 3. Comparison of traditional DTSS methods with DEVS quantized integration (taken from
[7] with permission)

This concludes our brief review of activity theory. For more details the reader is
referred to the references at the end of the paper.

3 Basic Concepts of Event Sets

We now re-examine the activity concept from a more general point of view. We start
with a discrete set theoretic formalism that has direct digital computer implementa-
tion. We introduce the concept of event set and event set refinement as an implement-
able approach to continuity. An event set is a finite ordered set of such event pairs,

E={(¢,v,)]i=1..n}
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where the pairs are ordered in increasing order of the left hand elements of the pairs.
Further the event set is a functional relation in that no two event pars have the same
left hand value. In other words, we don’t allow multiple events to be recorded at the
same time or in the same place in the same event set — although we can use more than
one event set to capture such simultaneous or co-located events. The following are
needed

domain(E)=1{t.|i=1..n} and range(E)={v,|i=1..n}
size(E )=n

The asymmetry between domain and range, succinctly encapsulated in the mathe-
matical definition of function, will turn out to be an essential fact that we will later
exploit to reduce simulation work. We are interested in the intervals that contain the
respective domain and range points. Thus we define: domaininterval(E) =t,,t,] and

rangelnterval(E)=[v_. ,v__]-

min * ” max

3.1 Measures of Variation

We will work with pairs of successive values (v,,v,),(v,,;),...(v;, v,

)... On this basis,
we define a measure of variation that will turn out to be the critical measure in meas-
uring change and continuity. The measure is defined as the sum of the absolute values

of successive pairs in the event set:
Sum(E) =2 vy =v,|
i

A second measure is defined as the maximum of the absolute values of successive
pairs in the event set:

Max(E)=max, |v,,, —V, |

The sum of variations turns out to be activity measure as previously defined in the
context of differential equation simulation [3]. The max measure allows us to charac-
terize the uncertainty in a data stream and the smallest quantum that can be used in
quantization of it.

3.2 Extrema - Form Factor of an Event Set

The form factor of an event set consists of the values and locations of its extrema.
This information is represented in an event set as follows:

extrema(E) ={(t*,v*)} c E
where (* ,v* ) represents a maximum or minimum at location ¢ *with value v*.

A subsequence (Z,,V,)(t,,>Vis)s--(t,,5Viy,, ) is monotonically increasing if

i+m

v, >V, >..>V, . Thesequence is non-decreasing if v, 2 v.,, 2.2V, .

i+1 i+m
A similar definition holds for the terms monotonically decreasing and non-
increasing. An algorithm to obtain the form factor proceeds from the following:
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Theorem 1. Let £ be an event set. Then its minima and maxima alternate, one fol-
lowing the other. The subsequences between successive extrema are either non-
increasing or non-decreasing, according to whether they start with a minimum or a
maximum.

Corollary 1. An event set can be decomposed into a “disjoint” union of monosets.
We use the quotation marks “disjoint” to indicate disjointness except for overlapping
end points.

Proposition 1. The sum of variations in a monoset £ can be expressed as:

Sum(E) = v, =v, |

Theorem 2. For an event set £ withextrema(E) = {(t*,,v*,)}, the sum of varia-
tions,
Sum(E) = z [v¥, —v¥ .

In other words, Sum(£)is the sum of its monoset sums of variation.

3.3 Refinement

Refinement is a process by which we add new data to an existing event set without
modifying its existing event pairs. The result of refinement is a new event set that is

said to refine the original one. We define the relation E refines E " iIffEDE’,

i.e., the set of event pairs in £ includes the set of events in £ "
Proposition 2. E refines E° = Sum(E) = Sum(E")

Proof. Since E refines E’ there is a pair, (#/,") squeezed between some
pair (7,,,), (£, V0, e, <t <t

o Then | v —v [Sv., =V [+[V =V |

3.4 Within-the-Box Refinement

We now identify precisely the type of refinement that does not increase the sum of
variations. A refinement is within-the-box if the added pair (¢',v") satisfies the con-

straints: ¢, < ¢’ < ¢,,, and v" € [min(v,,v,,, ), max(v,,v,,,)]- Then we have:
E refines wtb E” if E refines E’ and all refinement pairs are within-the-box.

Within-the-box refinement has a special property — it preserves the sum and tends to
decrease the maximum variation. As we shall see, this simple rule characterizes re-
finement of continuous functions once their form factors have been identified.

Proposition 3. Assume that E refines E’ . Then Sum(E) = Sum(E’) if, and
only if, E refines wtbE”,
Also E refineswtb E = Max(E) < Max(E’), but the converse is not true.
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Theorem 3. The monoset decomposition of an event set is not altered by within-the-
box refinement. Consequently, an event set’s form factor is invariant with respect to
within-the-box refinement.

Proof: A within-the-box single refinement falls into some monoset domain interval.
It is easy to see that the within-the-box refinement does not change the non-increasing
(or non-decreasing) nature of the monoset sequence. In particular, it does change the
values and locations of the extrema.

4 Domain and Range-Based Event Sets
An event set g = {(,v)|i=1..n} is domain-based if there is a fixed step Az such that
t,=t+At fori=1.n—1 We write E, to denote a domain-based event set with

equally spaced domain points separated by step Af .
An event set £ ={(t,,v,)|i=1...n} is range-based if there is a fixed quantum g

such that|v  —v |=¢q fori=1.n—1. We write E , o denote a range-based
event set with equally spaced range values, separated by a quantum ¢ .

For a range-based event set F ;» the measures of variation are simply expressed as

Sum(E,) = size(E,)q and Max(E,)=q . For a domain-based event setE,,, we

have ;- domainIntervalLength
size(E,,)

We can map between the two forms of representation. If we are interested in what
happens in a behavior at specific times than the domain-based representation is more
appropriate. However, usually we are interested more in recording only times of sig-
nificant changes and inferring that nothing of interest occurs between such events. In
this case, the range-based representation is appropriate and has significant economy
of representation. We next see the application of this principal to continuous function
representation.

5 Event Set Representation of Continuous Functions

Let 1. [t,,t,1> R be a continuous function defined everywhere on the closed inter-

val [t:.1,] with a finite number of alternating minima and maxima separated by non-
increasing, and non-decreasing segments. Surprisingly, perhaps, it can be shown that
differentiable continuous functions, except for those with damped infinite oscilla-

tions, are of this form. Let extrema( f') denote the extrema of f .

Definition. £(f)is an event set that is a sample of f if (¢,v)e E(f)= f(t)=v..
We say E(f) samples f . In addition, if E(f) 2 extrema(f) we say E(f) repre-
sents f .
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(f) = extrema(f) . Almost
by definition, if any E(f') represents f then it refines E (f).

extrema
If E'(f) refines E(f) and samples f we say that E’(f) is a continuation
of E(f) . The relation “is a continuation of” is transitive with minimal ele-

The smallest event set able to represent [ is E

extrema

ment £ (f) .ie, every event set that represents f is a continuation

Of Eextrema (f) :

Our fundamental connection to within-the-box refinement is given in:
Theorem 4. Let E( f) represent f .Then

1. Every extremum of f* is an extremum in E( /'), and conversely.
2. Sum(E(f))=Sum(f)=Y, |V, =V

3. Every continuation of E( f) is a within-the-box refinement.
4. For every E’(f) continuation of E(f), we have:

a. Sum(E'(f)) = Sum(E(f))
b. Max(E'(f)) < Max(E(f)).

5.1 Uncertainty Metric

We introduce a metric to facilitate a comparison of the number of samples required to
attain a given accuracy of representation. Since samples are assumed to be noise-free,
the remaining imprecision is in the uncertainty that a finite set of samples implies
about the rest of the points in the function. For a given domain point, we take its un-
certainty as the size of the interval in which its mapped value is known to lie.
Definition. The box in E( f') containing (v,f)€ f is spanned by the domain sub-
interval (¢,,t,,,) containing ¢ and the associated range sub-interval (v,,v,,,) . Define
uncertainty(E(f),¢) = |v, —v,, | where (v,,v,,) is vertical side of the box in
E(f) containing (v,#). Now

uncertainty(E( f)) = max {uncertainty(E( f'),?) | t € domaininterval(E(f)}

Proposition 4.
1. uncertainty(E(f)) = Max(E(f))-
2. For a range-based continuation with quantum ¢ , uncertainty(E( )) = ¢
3. If fis differentiable, then for a domain-based continuation with small enough
step Af, we have
uncertainty(E( f)) = MaxDer(f) * At

where MaxDer( f) is the magnitude of the largest derivative of f .
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Proof. Assertions 1 and 2 follow easily from the definitions. For Assertion 3, we note
that for successive values, v,,v,,, with small enough domain step 7, —t we

have| v, —v,,, |=| f'(¢,) | (¢, —t,) , where f”(¢) is the derivative we have assumed to
exist. The rest follows easily.

Theorem 5. The sizes of domain-based and range-based continuation representations
of a differentiable function f having the same uncertainty are related as follows:

o SEUE) _ Ave(f)

where _ Sum(f') _ .
" size(Ey(f)  MaxDer(f) =1 Avg(E(f)) = Ave(f)

domainlntervalLength B

We see that the number of points required for a range-based representation is propor-
tional to its sum of variations. This is the general statement of the result proved in
previous work for the activity in differential equation systems.

5.2 The Range-Based Representation Can Be Arbitrarily More Efficient
Than Its Domain-Based Equivalent

Theorem 6. There are smooth continuous functions whose parameters can be set so
that any range-based representation uses an arbitrarily smaller number of samples
than its domain-based equivalent (by equivalent, we mean that they achieve the same
uncertainty.)

In Table 1 we compare sizes for representations having the same uncertainty. Ex-
cept for the sine wave, there are parameters in each of the classes of functions that
can be set to achieve any reduction ratio for range-based versus domain-based repre-
sentation. In the case of simulation, this implies that the number of computations is
much smaller hence the execution goes much faster for the same uncertainty or preci-
sion. Indeed, we can extend the event set concept to multiple dimensions with the
appropriate definitions, and obtain:

Theorem 7. The sizes of domain-based and range-based continuation representations
of a differentiable n-dimensional function f :< Sisewes fn> having the same uncer-

tainty are related as follows: p _ size(E,(f) _— Ave(f) <1-
size(E,,(f)) n*MaxDer(f)

Calculations similar to those in Table 1 show that a performance gain that is pro-
portional to the number of dimensions is possible when there is a marked in- homo-
geneity of the activity distributions among the components.

i=1

nzmax;{wa,}

For example, for a signal f.(t)=asin(wt),i=1.n, the ratio R= varies

as 2 <R< 2 , For an n-th degree polynomial we have iz <R< 1 So that poten-
V3 niw n n

tial gains of the order of O(n*) are possible.
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Table 3. Compuation of Range-based to Domain-based Representation Size Ratios

Avg(f) o Size(E, (/)
) Sum(f) " size(E,,
f(= domaininterval| Sum(f) | =—— " ==— MaxDer(f) . illv;((f) o
IntervalLength "~ MaxDer(f)
tn , n Z 1 [0’ T] Tn Tn—l nTn—l 1/1’1
1 _ T—”
_ —n —(n+1) _
o> LT 1-T nt™ " |1 n(T —1)
r-1 =" lim, =—
. 2r 24w 2
Asin wt [0,—] 44 — Aw —
[ V4 T
liefllT
—at _ -al _ -aTl al
Ae [0,77] Al—e™N| AQ-e“")/T Aa Lo
T—e0 _E

6 Event Set Differential Equations

Although space precludes the development here, the integral and derivative opera-
tions can be defined on event sets that parallel those in the traditional calculus. As-
suming this development, we can formulate the event set analog to traditional differ-
ential equations as follows:

Let E, ={(¢,,v;)| j =1..n} be required to be an indefinite sequence of within-the-

box refinements that satisfies the equation: D ( E)=f(E) foralli=1,2,.. where
® D (E)is the derivative of £ and
e f(E)=A{(,f(v))|i=1..n} with f : rangelnterval(E) — R
A solution to this equation is
Eq”’[“’io” ={(t,,.j9) | j = 1...rangelnterval | 4}

where ¢ . =1(G),; and I(G) is the integral of g(v)=1/f(v) . ie.,
1(G), ; ={(jq.1(G,;)} . We note that the solution is a range-based event-set that

can be generated by DEVS quantized simulation. It parallels the solution to

ﬁ:f(x) written as J.x(t) dx

dt xt) f(x)
concept is essential to writing explicit solutions that parallel the analytic solutions of
classical calculus. Recall that without going to the state description _4% _ dr \WE can

S ()

only state the recursive solution F(¢)= J ' f(F(r))drt- Likewise, we can’t write an

=¢—¢ . It turns out that the range-based event set

explicit solution for the event set differential equation without going to the range-
based, i.e., quantized formulation.
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7 Discussion and Applications

Originally developed for application to simulation of ordinary, and later, partial dif-
ferential equations, the activity concept has herein been given a more general and
fundamental formulation. Motivated by a desire to reconcile everyday discrete digital
computation with the higher order continuum of traditional calculus, it succeeds in
reducing the basics of the latter to computer science without need of analytical
mathematics. A major application therefore is to the revamping education in the cal-
culus to dispense with its mysterious tenets that are too difficult to convey to learners.
An object-oriented implementation is available for beginning such a journey.
Other applications and directions are:

o Sensing— most sensors are currently driven at high sampling rates to obviate miss-
ing critical events. Quantization-based approaches require less energy and pro-
duce less irrelevant data.

e Data compression — even though data might be produced by fixed interval sam-
pling, it can be quantized and communicated with less bandwidth by employing
domain-based to range-based mapping.

¢ Reduced communication in multi-stage computations, e.g., in digital filters and
fuzzy logic is possible using quantized inter-stage coupling.

e Spatial continuity—quantization of state variables saves computation and our the-
ory provides a test for the smallest quantum size needed in the time domain; a
similar approach can be taken in space to determine the smallest cell size needed,
namely, when further resolution does not materially affect the observed spatial
form factor.

e Coherence detection in organizations — formations of large numbers of entities
such as robotic collectives, ants, etc. can be judged for coherence and mainte-
nance of coherence over time using this paper’s variation measures.
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Abstract. The discipline of modelling and simulation (MaS) preceded artificial
intelligence (AI) chronologically. Moreover, the workers in one area are typically
unfamiliar with, and sometimes unsympathetic to, those in the other. One rea-
son for this is that in MaS the formal tools tend to center around analysis and
probability theory with statistics, while in Al there is extensive use of discrete
mathematics of one form or another, particularly logic. Over the years however,
MaS and Al developed many frameworks and perspectives that are more similar
than their respective practitioners may care to admit. We will argue in this paper
that these parallel developments have led to some myopia that should be over-
come because techniques and insights borrowed from the other discipline can be
very beneficial.

1 Introduction

The mathematical modelling of dynamic systems began with classical mechanics us-
ing differential equations, and analog computers were heavily used to compute so-
lutions to these equations. Serious work on the modelling of systems that were not
primarily governed or describable by differential equations did not take off until the
advent of digital computers. Since then many frameworks have been proposed and im-
plemented. Foremost among the the ones that are based on discrete events is DEVS
[Zeigler, et.al. 2000]. The theory underpinning uses classical notions from automata
theory, but overlays it with ideas from simulation processes and object orientation. Its
meta-theory has debts to the philosophy of science, but strikes out in new directions.
Parallel to this work was that of artificial intelligence logics [Reiter 01]. These logics
were designed with the goal of imbuing robots with reasoning facilities about the real
world. It should not suprise anyone that the two disciplines often invented the same
ideas separately, but regretfully they seldom communicated. Because of this insularity
the good ideas from one were not transmitted to the other.
This paper is an attempt to begin the bridging of this intellectual gap.

2 Philosophy of Systems

Zeigler’s pioneering work on a philosophy of systems, simulation and fundamental is-
sues about correctness and adequacy of models in the early 70s that eventually led to a

T.G. Kim (Ed.): AIS 2004, LNAI 3397, pp. 14-23, 2005.
(© Springer-Verlag Berlin Heidelberg 2005
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formal framework called DEVS. This has been very influential in the modelling and sim-
ulation community and beyond, and a contemporary summary of DEVS and its back-
ground is [Zeigler, et.al. 2000]. We use the word philosophy without apology. Math-
ematical systems theory had, until Zeigler’s intervention, been an erudite yet arcane
field populated by people of subtle formal sophistication. However, meta-modelling
questions like when is a particular kind of model suitable, and what is meant by the
correctness of a model, were not usually asked. After Zeigler’s work, such questions
became meaningful and routine. It is only recently that a parallel development arose in
Al, in the work of Sandewall [Sandewall 95].

At this point we hope the reader will forgive a bit of digression into personal history.
Zeigler imparted his philosophy about modelling to the first author, NF, who completed
a doctoral dissertation [Foo 74] in this area under his supervision. In turn NF imparted
the central themes of this philosophy to the second author, PP, while he was completing
his doctoral dissertation [Peppas 93] in the Al logic of actions with NF as co-supervisor.
It is this pedigree, together with the intervening years in which we (NF and PP) were
active in the AI community but without forgetting our roots in systems philosophy of
the Zeigler variety, that we believe qualifies us to draw attention to the parallels between
MaS and AL

3 Real Systems, Base Systems, etc.

In this section we explicate the terms that are used in the rest of the paper. Some which
will be familiar to the DEVS community were introduced by Zeigler in his philosophy
of systems — Base System, Lumped System, Experimental Frame — and we essentially
retain his meanings for them'. The other terms are part of our attempt to re-work and
refine the original Zeigler concepts to accommodate Al perspectives to meld similar
notions in MaS and AL

It is critical at the outset to clarify the terms model and theory. According to tra-
ditional scientific usage, a model is some formal “mirror” of a portion of the external
world, and often comes with some inferential machinery. Unfortunately, this is also ex-
actly what is called a theory in Al, a convention® adopted from mathematical logic.
In this convention a model is a set-theoretic structure that satisfies the formulas of the
theory.

In figure 1 the “real world” is represented as RS. Out of this amorphous entity
(whatever it is!) we select a portion of interest to us. Then we conceive of a set of input-
output experiments of interest on that portion; this can be viewed abstractly as a relation
between input and output trajectories over time (or if time is irrelevant just a relation
between input and output). As experiments delineate what one can observe or measure,
this restriction on what experiments one is prepared to perform is aptly called the Ex-
perimental Frame by the MaS community, and the conceptualized set of input-output
trajectories is just as aptly called the Base System. The Base System is represented as
BS in the figure, and it determines the observational language that describe the obser-
vations or measurements associated with the inputs and outputs of the experiments. T'

! We are however responsible for any distortion of his interpretation that is unpalatable.
% This is also the usage in physics to describe generic axioms, as in electromagnetic theory.
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Fig. 1. Theories, Models and Systems.

is an attempt at a formal theory of B.S and may contain hidden variables (also called
theoretical terms if they are explicitly named) that do not occur in BS. Thus, this theory
T is what less formal practitioners call a model. Here we suggest a distinction between
T and the mathematical structures that satisfy 7', called the models of T in the termi-
nology of logic, and denoted by Mod(T). There could conceivably be more than one
such model; we propose to identify any such model M, M € Mod(T') with the Zeigler
concept of a lumped system. These models M (in the logical sense) of 7" will hope-
fully match many of the input-output experiments of B.S, the ideal case being that T’
has exactly one model M which faithfully reproduces the trajectory pairs in B.S. More
generally, however, each model M of T is faithful to BS with respect to specialized
criteria or conditions. We will say more about those conditions below.

Figure 1 also indicates the relationships among the depicted entities which we now
describe. Some are taken directly from the MaS terminology.

Selection. As described above this is driven by the goals of the modelling enterprise. It
is informal. A system that is ostensibly “simple” to one modeller can be “complex”
to another, e.g., the parable of a stone to a lay observer in contrast to a geologist.

Theory Formation. The theory T is usually crafted by accessing parts of BS, through
active experiment, passive observation, inductive learning, inspired guesswork, or
a combination of these and iterations thereof. In MaS this is taken for granted as
having been done, but this relation is at the heart of much of Al, particularly that
branch which has to do with machine learning. In traditional engineering the area of
systems identification is an example of a highly restricted kind of machine learning
to fill in parameters of an already assumed form of the theory.
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Model Satisfaction. The models M of T are mathematical objects with the property
that every sentence of 7' is true in M, a relation that is denoted by M = T, read as
“M satisfies T7”. An example of two models may that satisfy a given theory is one
which has a finite state space and another which has an infinite state space?. If one
were given some hypothetical structure M, it may or may not be an easy task to
see if T' = M'. The intensive effort in Al to find efficient algorithms to do this is
called model checking, and it has lessons for MaS that we will indicate below.

Morphism. This is the well-known MaS relation between the base and lumped models,
and since we have identified lumped models with M od(T'), the assumption is that
for each M € Mod(T) there is a different morphism representing a different kind
of simplification of the base model.

Validation. Validation is the comparison of a model M (of T') with experiments in
BS. Since BS is fixed for a given experimental frame, the validation of each M
with respect to BS has to vary in criteria. The different criteria correspond to the
different morphisms that relate B.S to each M in Mod(T).

So where in our layout does the MaS work on hierarchies of system morphisms
and the conditions under which validation can climb up hierarchies properly reside?
We suggest that these justifying conditions are really additions to the theory T. This
accords with a well-known result in logic, viz., Mod(T U {a}) € Mod(T). Thus, we
might begin with an initial theory 7" that is relatively permssive in having two models
My and Mo, e.g., M is just a set of input-output trajectories like BS whereas M,
has internal state structure. As a justifying condition « that formalizes the existence of
states is added, M7 is eliminated from consideration for validation for the trivial reason
that it is not a model of T'U {a} because it cannot interpret «. This is a useful way
to think about what is formally entailed by moving up hierarchies, that is really about
successive tightening of the criteria to remain a satisfying model.

We believe that this framework is able to accommodate all meta-level questions
about modelling of interest to both the MaS and Al communities. The remainder of the
paper comprises arguments for this belief.

4 Dynamic Systems in Al

In the last two decades Al logicians have worried about problems of exception han-
dling that appear to be easy for human commonsense but difficult for formal logic.
The prototypical example of this in a static domain is when a person is informed that
Tweety is a bird, and asked if Tweety can fly. A “normal” answer is Yes. But this is
not justified by any simple classical logic for the reason that the informal “rule” that
the person has used cannot be simply Bird(X) — Fly(X) together with the fact
Bird(Tweety), for it may well be the case that Tweety is an emu. This gave rise to
non-monotonic logic, NML for short. A version of this is the re-formalization of the
preceding as Bird(X) A —Abnormal(X) — Fly(X), and a list of what kinds of birds
are abnormal, e.g., Abnormal(Emu), Abnormal(Kiwi). This blocks the inference
that Tweety flies if one is also told that Tweety is an emu, but in the absence of that

3 Tt is easy to write simple theories that do not restrict models to either property.
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additional information, the inference goes through, provided that we add a meta-rule
saying that unless something can be proved to be abnormal it is not so. The latter is
what makes the logic non-classical and it is in fact an instance of Prolog’s negation as
finite failure.

In this paper however, we are interested in dynamic domains. There is a corre-
sponding logic for such domains, and it is there that the interesting parallels with MaS
formalisms occur. The Al literature for dynamic systems, like that for static systems,
uses the vocabulary of classical logic with inferential rules enhanced with meta-rules
that make the logic non-monotonic. A prototypical example is a series battery-driven
circuit with two switches that can be either open or closed, and they power a light. The
formalization of this simple setting can be done in language of propositional logic, with
swl and sw2 to denote the switches and light to denote the light. Although they look
like propositions and in the technical treatment in one level they behave like them, it
is customary in NML to call them fluents. A logical formalism that is commonly used
in NML is the situation calculus [Reiter 01] in which situation terms denote sequences
of actions, e.g., the sequential actions of closing switches 1 and 2, then opening si-
wtch 1 is represented as Do(Openl, (Do(Close2, (Do(Closel, Sy))) where Sy is an
initial situation and the names of the actions are as expected. We need a way to say
what configurations hold in the initial (or indeed any situation). For this a predicate
Holds(F,S) is introduced to encode the assertion that fluent F' holds (is true) in situ-
ation S. Hence —Holds(swl, So) A Holds(sw2, Sp) essentially says that in the initial
situation Sy switch 1 is open and switch 2 is closed, which fixes our convention here
of what configuration (open, closed) we associate with the Boolean true for the flu-
ents. A constraint C' that captures the naive physics of this circuit can be written as
Holds(swl,S) A Holds(sw2,S) — Holds(light, S). Suppose we begin with initial
situation Sy as above and perform the action of closing switch 1. Presumably we only
need to specify this action by its effect on the proposition that represents that switch,
viz., Holds(swl, Do(Closel, S)). We hope that this will suffice to infer that after the
action the light will be on, i.e., we can infer Holds(light, Do(Close(sw1, Sp)). Unfor-
tunately the logic specified so far cannot do that unless we also say that closing switch 1
does not affect switch 2! The latter is the essence of inertia, which can be formalized
at a meta-level, and is non-monotonic. The formal way in which such inertia is actually
captured is through Frame Axioms. Let us see how this is done in the circuit exam-
ple here. The frame axiom Holds(sw2, Do(Closel, S)) < Holds(sw2,5)) says that
closing switch 1 does not affect switch 2; there is a dual one for closing switch 2. By
adding these to the rule, initial state and action specification above, we can now infer
Holds(light, Do(Closel, Sp)). If such a simple system demands two frame axioms,
then what horrors might await us in more complex systems? This is the legendary Frame
Problem.

At this point MaS readers can be forgiven for thinking that logic is simply not the
appropriate methodology for reasoning about such systems. It is trivial to represent
such a circuit in DEVS and the computation of effects of actions in it is equally trivial
with guaranteed correctness. Moreover, constraints like C' above are easily captured in
DEVS with the variable influence relation. This is a correct objection, but not because
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logicians are a perverse lot. Logic has its place, as we shall argue later. It is important
to draw the right lesson here. It is this:

DEVS specified systems implicitly assume full inertia, as do all formally specified
engineering systems.

This is true of differential equation specified systems, of automata, and all the fa-
miliar systems with an engineering flavor. A corollary is this: Mathematical theories of
engineering systems do not have a frame problem.

If one thinks about it more carefully from the computational perspective, it is pre-
cisely full inertia (or equivalently the lack of a frame problem) that permits DEVS state
update to be efficient and intuitive. External events are one kind of actions, and internal
events are another. Formal specifications say exactly which variables events affect, and
it is assumed that no others are affected. In a simulation, which is really successive state
updates, the unaffected variables are “carried forward” with no change to the new state.
The second lesson is therefore this:

A “balance-carried-forward” state updating is correct if and only if a system is
fully inertial.

This is where Al stands to benefit from MaS. If it is known that a dynamic system
is inertial with respect to its theoretically specified actions, then the obvious lesson is
Do Not Use Logic — Use DEVS instead. There is in fact an ancient* Al formalism called
STRIPS [Fikes and Nilsson 71] that is only correct for inertial systems. It is hardly logic
even though it uses the vocabulary of logic, but the most telling feature of STRIPS is
that it uses a “balance-carried-forward” state update procedure called add and delete
lists. A persuasive case can be made that in fact STRIPS is DEVS in disguise.

S Query Answering and Planning in Al

In the previous section we identified a class of systems for which DEVS-like theories
offer superior computational answers compared with Al logics. On the other hand Al
logics has developed techniques for special tasks that should be seriously considered by
MaS workers.

One of this is the specialized area of query answering. Here is a toy example that il-
lustrates the main points. Suppose we have a blocks world of blocks B1,B5,B3, ... ,By.
The atom On(A, B) means that block A is on block B, and the atom T'able(A) means
the block A is on the (very large) table. The only actions are to move a block from one
position to another, e.g., Move(C, D) means to pick up block C' (assuming there is no
block on it) and put it on block D (assuming there is no block on it), and Unstack(B)
means to pick up block B (assuming there is no block on it) and put it on the table.
After a sequence of such actions starting from some initial configuration, some queries
that may be of interest are: “where is block B now?”, or “how many blocks are on top
of block B?”. Other forms of queries may be like “Explain how block B1 came to be
above block B37”

Another area is planning. We can use the same blocks world domain to illustrate
the key point. Starting with some configuration .S we wish to arrive at another configu-
ration S’. A sequence of actions that will take us from S to S’ is called a plan. Usually

* In AI this means older than 30 years.
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we are interested in not just any plan but one that satisfies some optimality criterion like
a shortest plan.

Al action logics of the kind explained in section 4, often using the situation calculus,
is good for both query answering and planning. They achieve implementation efficiency
by a number of insights, one of which appeals to localness. To understand this, consider
the query in the blocks world “where is block B now?”. It is not hard to see that we
do not need to consider the entire action sequence from the beginning, but only the
subsequence that can possibly affect the location of block B, i.e., those movements
that either move B, or put something on it, etc. In other words, to answer a query we
can often localize the extent of the system and its history that has to be examined.
This insight is widespread in Al planning as well, and the very active work in model
checking is about using clever data structures and algorithms to exploit localness. Now
contrast this with what one has to do if the system is captured in a DEVS-like setting.
To answer a query we have to run the entire system until we complete the simulation
of the action sequence. Along the way a lot of computation is done to produce state
updates on objects that cannot possibly aid in answering the query. Likewise, if we use
simulation to devise plans, we either have to re-run the system many times, or else find
ways to meta-program the system to discover action sequences that achieve the desired
configuration. The lesson from this is:

In query answering or planning, use Al logics when possible.

However this also suggests a direct importation of some facility into MaS frame-
works to do “local” simulations to mimic the efficiency of the Al logics for these pur-
poses.

6 Correctness and Galois Correspondence

In this section we re-examine the question of what it means for a theory (with its asso-
ciated calculus — logic, differential equations, DEVS, etc) to be correct.

It does not take much reflection to see that in the framework shown in figure 1
a necessary condition for correctness is that each model M of T' does not produce
misleading results, i.e., any prediction, inference, etc. L of M is actually in B.S, where
typically L is an input-output pair of trajectories. More formally we can write this as:
ForallM M = L = L € BS. This is equivalent to saying that every provable fact L
of T'is also true in B.S. This property is usually called the soundness of T (with respect
to B.S). But we also require a sufficiency condition, that if L is in B.S then our models
will say so, i.e., for every M L € BS = M = L, or equivalently that any L in BS is
provable in 7'. This is usually called the adequacy or completeness of T (with respect
to BS). Both conditions are desired by MaS and Al workers for their computational
realizations of T" with respect to their experimental frames.

However, it may be the case that we have a theory 7' that is unnecessarily powerful
in the sense that it also provides correct answers for a much larger class of experiments
than BS, i.e., it also handles a wider experimental frame. Although this does no harm it
may come at the cost of more elaborate computation. So, what might it mean for 7" to be
“just correct and no more” with respect to some B.S? If it is just a single selected system
from the “real system” resulting in a particular experimental frame, we already have an
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answer above — that 7" has to be sound and complete. To see how we can broaden this
question, consider the modelling and simulation of an entire class of systems, e.g., the
inertial systems discussed in section 4. For a more practical example, consider railroad
systems. Each particular railroad that we model will have its own rail network, freight
cars, schedules, etc. But they all belong to a class and share features and procedures.
It makes sense to design a theory 7' that can accommodate any instance of this class
rather than just one case. But it also makes sense to not consciously design a T that
happens to work for instances of other classes, e.g., an ocean transport network. Thus
the fundamental object for conceptualized experiments is not just one base system BS
but a class BS of base systems, and it is for this class that we may have to design a
theory 7' to handle. Ideally, what we want for 7" is the set of truths (trajectory pairs in
particular) common to all the base systems in BS. A way of writing this is Th(BS) =
T, where the operator T'h( ) “extracts” the common truths. But in order that 7" should be
“just correct and no more” we need Mod(T') = BS, for this guarantees that T will not
work outside the members of the class 5S. To paraphrase the latter, it says that if some
base system BS’ is not in BS, then T' will make some wrong prediction, inference,
etc. for it. The combination of the two equalities Th(BS) = T and Mod(T) = BS is
called a Galois correspondence (see, e.g., [Cohn 81]). It ensures the tightest possible fit
between a theory and a class of base systems for which it is designed.

Are there any known Galois correspondences about systems? The answer is yes. It
requires familiarity with a kind of NML called circumscription to appreciate its signif-
icance. However we can give a paraphrase. The result is about a class of systems that
have situations as described in section 4, and the kind of theory that is the tightest possi-
ble for them. This class has both the Markov and the inertial properties — two situations
that “look” the same with respect to the fluents that hold in them are indeed the same,
and no situation that does not have to make a transition to another (due to an action)
does so. It can be shown that the theory (and its logic) is one that uses the circumscrip-
tion NML in such a way as to enforce situation transitions that cause the least amount
of fluent change. A working paper that describes this result is [Foo, et.al. 01].

For posssibly non-inertial systems that need some frame axioms (so thateven DEVS-
like specifications have to handle them in some procedural way), a natural question
that arises, even when there is a theory T that is related to the class BS via a Galois
correspondence, is how succinct this 7" can be? The intuitive idea is to associate with T'
a logic or other calculus that is tailored specially for BS so that it avoids consultation
with large sets of frame axioms. Some progress has been made toward an answer in
[Peppas, et.al. 01].

7 Causality and Ramification

In this section we translate some Al logics of action terminology into familiar MaS
terminology or phrases to further close the gap between Al and MaS.

In AI there was a suspicion that whenever actions were under-specified in effects
there ought to be general principles on which states (or situations) should be preferred
to others. For instance the principle of inertia is a natural one — that if possible the sys-
tem should not change state at all. However if a change has to occur, one principle that
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stood out as highly intuitive is that the new state should differ minimally from the previ-
ous one. This measure of minimality was itself subject to a variety of interpretation, but
ultimately certain properties were agreed to be at least necessary and they were axioma-
tized as a preference ordering on possible next states (relative to the present one and the
action to be taken). As if to confuse matters, a rival approach was developed that used
causal rules to narrow next-state choices to the point of near-uniqueness. Here is what
a causal rule looks like: swl A sw2 ~» light. As you can see, we have used the series
circuit as an example again but this time the fluents are propositions. The interpretation
of this rule is not logical implication but truth transmission — if the left hand side is true,
it forces the right hand side to be true. This is uni-directional and is not reversible by its
contrapositive (unlike material implication). Hence its flavor is not “pure” logic but pro-
cedural. The resolution of the comparative experessive power of these two approaches,
one using preferences and the other using causality, was achieved recently by Pagnucco
and Peppas [Pagnucco and Peppas 01]. The result was elegant. They showed that if the
information content conveyed by the chosen fluents was comparable (i.e., no “hidden”
fluents), then causal rules are essential in the sense that there are systems whose a priori
dynamics cannot be completely captured using preference orderings alone.

What does this say about the DEVS state transition mechanism? It is interesting
to note that causal rules are in fact built into DEVS. In fact in the co-ordinatized ver-
sion of its state representation the state transition functions are defined component by
component with explicit influencers and influencees as the fundamental causal graph
topologies capture which co-ordinates should feature as the antecedents and conse-
quents of each “mini” transition function. It is an interesting observation that the notion
of an influence relation was also (re-?) discovered in Al logics by a number of workers
including Thielscher [Thielscher 97].

Ramifications (see also Thielscher, op.cit.) in Al logics are analogous to internal
events in DEVS, but with possible chaining. Recall that such events are those that in-
evitably follow from some external event without further intervention. A prototypical
example is the event of opening a water tap that starts filling a cascade of basins in
an Italian style waterfall fountain. The ramifications are the overflow events for each
basin in the cascade. One Al logic that handles this with grace is the Event Calculus of
Kowalski and Sergot [Kowalski and Sergot] that has uncanny resemblance to DEVS but
with none of the latter’s highly practical features for interrupts, event aborts, etc. despite
much development beyond the pioneering paper cited. The “narrative” facility in some
current versions of the Event Calculus permits users to query states at the end of a se-
quence of events, both external and internal. This should be an easy exercise in DEVS.

8 Conclusion

We have surveyed commonalities between Al and MaS, and highlighted the cross-
borrowings that we believe will enrich both disciplines. In particular we suggested that
fully inertial systems in Al should just use DEVS instead of logic, and on the other hand
query answering and planning in DEVS should call upon localization techniques in Al
instead of repeated runs. With increased interaction between the two communities we
are hopeful that other cross-borrowings will be identified.
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Abstract. A unified modeling method by using the doperators for the singu-
larly perturbed systems is introduced. The unified model unifies the continuous
and the discrete models. When compared with the discrete model, the unified
model has an improved finite word-length characteristics and its d-operator is
handled conveniently like that of the continuous system. In additions, the singu-
lar perturbation method, a model approximation technique, is introduced. A
pole placement example is used to show such advantages of the proposed
methods. It is shown that the error of the reduced model in its eigenvalues is
less than the order of & (singular perturbation parameter). It is shown that the
error in the unified model is less than that of the discrete model.

1 Introduction

This paper proposes the new methods, i.e., the unified modeling using the &operators
and the model approximation by the singular perturbation technique, and shows its
advantages in illustration of the pole placement design.

1.1 Unified Modeling

One of the main drawbacks of the g-operating discrete system is the truncation and
round-off errors caused by the finite word-length pre-assigned. For the continuous-
time and the discrete-time models, one uses the differential operator, d/dt, and the
forwarding shift operator, g, respectively. The d-operator is an incremental difference
operator that unifies both the continuous and the discrete models together. However,
the first disadvantage of using the g-operator is an inconvenience as it is not likes the
differential operator, d/dt. The second disadvantage of the normal g-operator models
is that there are located the poles near the boundary of the stability circle at small
sampling interval. Middleton and Goodwin showed that unified model with the &
operators has better finite word-length characteristics compared with the discrete
model with g-operators when its poles are located closer to /+j0O than to the ori-
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gin [1]. This may cause both the instability and the pole/zero cancellation problem
due to the low resolution of the stability circle [2]. If the discrete model is converted
into the &operating unified model, a numbers of the terms of the discrete model are
reduced without losing any generality. The finite word-length characteristics are im-
proved by reducing the round-off and truncation errors. Salgado et al. illustrated that
the unified model with the &operators had less relative error than that of the discrete
model with the g-operator for rapid sampling for a Kalman filter design [3]. Middle-
ton and Goodwin studied the unified model using the J&-operators in the basic areas of
the control systems and the signal processing [4]. Li and Gevers showed some advan-
tages of the S-operator state-space realization of the transfer function over that of the
g-operator on the minimization of the round-off noise gain of the realization [5]. Li
and Gevers compared the g-operator and the JS-operator state-space realizations in
terms of the effects of finite word-length errors on the actual transfer function [6].
Shim and Sawan studied the linear quadratic regulator (LQR) design and the state
feedback design with an aircraft example in the singularly perturbed systems by uni-
fied model with the &-operators [7]-[8].

1.2 Singularly Perturbed Models

The model whose eigenvalues are grouped by the fast and slow sub-models is called
the two-time-scale (TTS) model. Where the real parts of eigenvalues of the TTS
model are grouped in the distance, it is called the singularly perturbed model, whose
non-diagonal terms are weakly coupled. This model is decoupled into the fast and
slow sub-models by a matrix diagonalization and becomes an approximate model.
This is called the singular perturbation method [9],[10],[11]. Kokotovic et al. and
Naidu studied the singular perturbation method in the continuous and the discrete
models of the time domain, respectively [12],[13]. Naidu and Price studied the singu-
larly perturbed discrete models with illustrations [14],[15],[16]. Mahmoud ef al. made
intensive studies of the singularly perturbed discrete models [17],[18],[19],[20].

2 Unified Modeling
A linear and time-invariant continuous model is considered as
%:Ax(t)+8u(t)' (1)

where x is a n x [ state vector and u is a r x I control vector. A and B are n x n and n
X r matrices, respectively. The corresponding sampled-data model with the zero-order
hold (ZOH) and the sampling interval 4 is given by

x(k+1)= A4, x(k) + Bu(k), (k) = C,x(k) -

_ A A ot 2
A, =", B =["e"*"Bdr.
The delta operator is defined as [4],
S= ¢-1, 3)

A
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qx(k) = A,x(k) + Bu(k), y(k) = C x(k)- “)
ox(7) = A;x(7) + Bsu(t), y(k)=Cyx(k). 5)
The parameter identities of the ¢g- and the d-operators in Eq. (4) and Eq. (5) as
4,-1) B B
As = ‘fA ,BJZX‘I,C(I—C(;. (6)

The parameters between the continuous model and the delta model are identified as

2 42
. ™

Therefore, as 4 goes to zero, £2 becomes the identity matrix, thus, 4 5 is identified as

A. The continuous and the discrete models are written as a comprehensive form using
the S-operators as

px(7) = A,x(2)+ B,u(2), y(7) = C,x(7) - ®)
A B d/dt t

A, =341 B,=<B, 1, p=9 q (, T= k
As By 0 5

It is noted that row one, row two, and row three of Ap, B,.p and 7 denote the con-

tinuous model, the discrete model, and the delta model, respectively. When 4 — 0
then 4 s —> A, Bs > B. This means that, when the sampling time goes to zero, the

discrete-like d-model becomes identical with the continuous model. The stability
regions for the various operators are introduced as below. For the continuous models,
the operator is d/dt and the transform variable is s. For the discrete models, the opera-
tor is ¢ and the transform variable is z. For the unified models, the operator is ¢ and
the transform variable is y. The stability regions are as follow. For the continuous
model:Re{y} <0, for the discrete model: ‘ z‘ <1, for the wunified model:

% Mz +Re{y} <0 As A approaches zero, the stability inequality of the unified model

becomes that of the continuous model.

3 Singularly Perturbed Unified Model

3.1 Block Diagonalization

Consider the model (8), and assume that the model satisfies the stability conditions
above, and then one can write the two-time-scale(TTS) model as

() | | A Asy | X(@) | | By )
|:8pz(2'):| - |:A§21 Asy :||:Z(T):| ’ |:B(52 :|u(7) ©
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where x and z are n and m dimensional state vectors, u is an r dimensional control
vector, and Ay, are matrices of the appropriate dimensionality. Also, it is required

that 4,,, be non-singular. Model (9) has a TTS property, if
0<|E51‘<|E52|.“<|E5n‘<|Efl|<|Ef2|“.<‘Efm|' (10)
E=|E,|/|E,|<<1. (11

where E denotes eigenvalues of the model. From the model (9), the slow and fast sub-
models are obtained as

A 0 B
R
pz(7) 0 A4y |z(n)]| |By
Ay = A5, — Asp, L, AJ;” = A5y, + LAs,,.
By = By, —MBy, ~MLBy,, By =B, +LBj. (13)
Here, L and M are the solutions of the nonlinear algebraic Riccati-type equations as

LAgy, + Asyy —LAs, L — 455, L =0

(14)
A5 M — A5, LM — MA;,, — MLAg), + A5, =0-
Its initial conditions are
Asy = Asyy — Asiy Ly, Byy = Bsy —M By, - (15)
L,= A(;;ZA(Szl’ M, = AﬁIZA;;Z .
The sequences to obtain the solution are defined by
Lk+| = A;‘;Z(ASZI + LkAan _Lk A&]sz) . (16)
Mk+l = (A511 + Aalz - AslszMk _MkLkAJIZ)A;éz .
We can use 1 as an order of & (for £ << /) approximation of L [11].
L=L,+0(e)= A(;;zA(s21 +0(¢)- 17)

3.2 Pole Placement
The feedback control inputs of the fast and the slow sub-models, where G and G,
are state feedback gains, are given as
u, = Ggx,, u, = G(;zzf .
u, =Gyox, + G5,z = GyoX + Gz + Agyy (Asy x + By, Gyox)] - (18)
u, =Ggx+Gy,z, Gy, = (I, + G5, A5, Bs, )Gy + Gsy Asay As, -
If 4;!

022
(A;,,,B5,) are each controllable, and G, and G, are designed to assigned to as-

exists and if the slow model pair (450> Bs,) and the fast model pair

sign distinct eigenvalues Ei=1n and fj»f =1,--,m, to the matrices Ago + BsoGis,

and 4,,, + B;,G;, respectively, then there exists an ¢ >0 such that for all g¢ (0,&"]
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the application of the composite feedback control (18) to the model (9) results in a
closed-loop model containing n small eigenvalues {&°,& -+, &} and m large eigen-

values {&¢ & .. & 1, which are approximated by

éill = (:i(A50 + B&OG50)+ O(E)a i= 1a2:" Hh-

19
& =[8,(A55 + Bs5,Gsy)) + O]/ &, i=n+j, j=1,2,--,m - a9
~is formulated as (where A. is an eigenvalue of the continuous model.)
i i g
A
e —1
5= (20)

The poles of the fast sub-model remain and only the poles of the slow sub-model are
shifted to design a state feedback controller. Therefore, letting G 52=0 in Eq. (18)

results inG 51 =Gy O.The feedback gain of the slow sub-model,

Gso =[85015&s005" > & 50, > 18 Obtained by comparing the coefficients of Eq. (21).

Desired characteristic polynomial=(y—&)y—&,) - (y=¢,) - 2D
Characteri stic polynomial = det[ )}, —(Azy + B5,Gs0)] -
where £ is eigenvalue of the unified model by the d-operators. The feedback gain,
G » is used to compute the eigenvalues of the actual model (9) as
§ =eig(ds—B;G;) =¢85, .6,
Gs =[&s01-85025 > 86000150255 0, 1+
The error between the exact solution and the reduced solution should be as

|¢i [Fl S, [+0(&).

(22)

4 Singularly Perturbed Discrete Model
4.1 Block Diagonalization

The general form for a linear, shift-invariant, and singularly perturbed discrete model
with (n+m) by (n+m) order is given as

x(k+1) = A4, x(k)+ 4,,,2(k) + B u(k),x(0) = x, -
2(k+1) = 4,5, x(k) + A 5,z(k) + B u(k),z(0) = z, -
Eigenvalues of the discrete model are arranged as
P> [P Pl > |pa| > |pp| > Pl - (24)
The singular perturbation parameter &is defined as in Eq. (25) and it is included in
A A, B, of model (23).

(23)

> > > >

q21>“7¢g22>

The model (23) is decoupled as

540 _[4, 0 Tx®] [8,]
k4|0 4|z B, u(k) (26)
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The parameters are identified as

A=A, —A,D =4, +A4,A4,4) =4, +0()
Ay =4, +DAy, = A, — A AN A, o7
B, =B, +EDB, +EB,=B, — A\ A,4,,4,\B, +A4\4,,B,, =B, +0(¢)
B,=LB,+B,=B,-A4,4,B,
D and E are computed from Eq. (28).
D, =(A,,D,+D,A,,D, — A, )AL -
E., =A\(EA,,+EDA,,+A,DE +4,)- 28

D, =-(1- 1‘1[,22)7l Aqu = _A421A711 » By = A;(;AIZ :

ql

D =D, +0(€),E =E, +0(€).

4.2 Pole Placement

The feedback control inputs of the fast and the slow sub-models are given as [21]-
[22].
u (k)+u, (k) =G, x,(k)+ G,z (k)-
u (k)+u, (k)y={I-G, - quz)fl B,)G,,—G,(I- quz)" A H)x, (k)
F Gy (I = Apy) (A, + By (K)G,0)x, () + x, (K)}. (29)
u=G,x()+G,z(k),G, =(I-G,,(I-A4,,)" B,)G,y—G,,(I-A4,,)" 4,

The poles of the fast sub-model remain and only the poles of the slow sub-model are
shifted to design a state feedback controller. The poles of the fast sub-model remain
and only the poles of the slow sub-model are shifted to design a state feedback con-
troller for the reduced solution. Therefore, letting G,=0 in Eq. (29) results in

G, =G, The feedback gain of the slow subsystem,G_; =[g .0 "»&g0n)> 13
obtained by comparing the coefficients of Eq. (30).

Desired characteristic polynomial =(z—p,)(z—p,)---(z=p,)- (30)
Characteristic polynomial = det[zI, —(4,, + B, G ,)]-

The feedback gain, G, =[2,01:8005" "+&0n>0,41,0 0 . 1], 1is used to com-

1oV 2" 5 Ve

pute the eigenvalues of the actual system (23) as

p,=eig(4,—B,G, )=D,1,D,2s Py~ (3D
The error between the exact solution and the reduced solution should be as
| pi IH P, 1+0().

5 Numerical Example

The model (23) is given as a linear time-invariant continuous model as following for
e=025A=[-020200;0-05050;1001;-1-4-1-2],B=[0;0;0; 1] Ei-
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genvalues of A are -0.2, -0.5, -4.0, -4.0. One places the slow eigenvalues -0.2, -0.5 to
-0.70740.707j. Let the gain of the fast sub-model in the closed-loop model G, be

zero. The subscripts d, cu, and du denote discrete model, continuous-like unified
model and discrete-like unified model, respectively. A, is a sampling interval when

converting the continuous model into the discrete model as shown in Eq. (2). A, is a

sampling interval to obtain the continuous-like unified model as shown in Eq. (20).
A,, is a sampling interval to obtain the continuous-like unified model as shown in

Eq. (6).

5.1 Continuous Model

Ao= [-0.2 0.2 ; 0.5 -2.5], Bo=[0; 0.5]. With the poles -0.70740.707j. One obtains
G0=8.5690, -2.5720, Aco=[-0.2 0.2 ; -3.7845 -1.2140]. Gcr=8.5690, -2.5720, 0, 0,
Acr=-5.3373, -2.2972, -0.5328 #1.0103]. The error of the absolute values between the
desired poles and the resulting poles is 0.1423 that is smaller than €. That is,
| ﬂdesired = A | +O(€) holds.

actual

5.2 Discrete Model

For discretization, let the sampling time A, be 0.0 by the ZOH method.

Ad=[0.9980 0.0020 0 0 ; 0.0001 0.9950 0.0050 0.0001 ; 0.0392 -0.0031 0.9992
0.0384 ; -0.0392 -0.1534 -0.0388 0.9224], Bd=[0 ; 0 ; 0.0008 ; 0.0384],
Ado=[0.9980 0.0020 ; 0.0049 0.9753], Bdo=[0 ; 0.0049]. The poles in the continu-
ous model, -0.70740.707j are converted in the discrete model as p=0.9929+0.0070;.
Using these poles, one obtains Gdo=8.6087, -2.5479, Adco=[0.9980 0.0020 ;-0.0376
0.9879], Gdr=8.6087, -2.5479, 0, 0, Pr=0.9483, 0.9770, 0.994640.0100j. Converting
p, into the continuous model gives Apr=-5.3057, -2.3224, -0.5358241.0096j. The

error of the absolute values between the desired poles and the resulting poles is
0.1431 that is smaller than & Thatis, | p, . . |= p..a | TO(E) holds.

5.3 Continuous-Like Unified Model

Let the sampling time A be 0.01. Acu=[-0.1998 0.1993 0.0005 0 ; 0.0098 -0.4993

0.4986 0.0097 ; 3.9171 -0.3071 -0.0784 3.8432 ; -3.9176 -15.3377 -3.8820 -7.7647],
Bd=[0 ; 0.0001 ; 0.0779 ; 3.8432], Acuo=[-0.1993 0.1973 ; 0.4933 -2.4686],
Bcuo=[0.0005 ; 0.4938]. The poles in the continuous model, -0.70720.707j are con-
verted in the continuous-like unified model as &cu=-0.7070240.7020j. Using these
poles, one obtains Gcuo=8.6087, -2.5479, Acuo = [-0.2036 0.1986 ; -3.7578 -
1.2104], Geur=8.6087, -2.5479, 0, 0, &cur=-5.1674, -2.2956, -0.5394+1.0042j. The
error of the absolute values between the desired poles and the resulting poles is
0.1401 that is smaller than & Thatis, |, . |=| A, . |+O(€) holds.
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5.4 Discrete-Like Unified Model

Let the sampling time A, be 0.01. Adu=[-020200;0-0.5050;1001;-1-4-

1-2], Bdu=[0; 0, 0; 1], Aduo=[-0.2 0.2 ; 0.5 -2.5], Bduo=[0 ; 0.5]. The poles of
the slow sub-model in the continuous model, -0.70740.707j, are converted in the
discrete-like unified model as -0.707020.7020j. Using these poles, we obtain
Gduo=38.5185, -2.5920, Aduo=[-0.2 0.2 -3.7593 -1.2040], Gdur=8.5185, -2.5920, 0,
0, &dur=-5.3271, -2.3175, -0.5277+1.0040j. The error of the absolute values between
the desired poles and the resulting poles is 0.1344 that is smaller than & That is,

| gdu—desired |:| édu—actual | +0(€) holds.
For A, =0.1, ¢, =-0.0664, for A, =001, ¢, =-0.1344, for A, =0.001,
&, =—0.1415, and for A, =0.0001, &, =-0.1423.

6 Conclusion

The results obtained as in the section 5.1-5.4 shows that the error bound between the
exact and approximate solutions is satisfied for all the four kinds of models, and that
the unified solutions using the doperators have less error than the discrete solution.
As shown at the end of the section 5.4, the solution of the discrete-like unified model
becomes the same as that of the continuous model as sampling interval approaches
zero. It is shown that the unified model unifies the both continuous model and the
discrete model, and that has an improved finite word-length characteristics.
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Abstract. We will introduce a basic simulation model, using SOARS. We de-
signed the simple simulation model of a building fire to describe the agents' es-
caping action from a fire. In this simulation, a fire brakes out in a building sud-
denly. A fire rapidly spreads across the floor, and even to the next floor. The
people have to escape from the building when they find or notice the fire. We
show the algorithm and the result, how the fire spreads the floor and the people
escape from the fire, of this model and the possibility of future model.

Keywords: Agent Based Modeling, SOARS, Simulation of a building fire

1 Introduction

After the Hanshin-Awaji (Kobe) Earthquake in 1995, the research of disaster relief
has become active in Japan. The RoboCup Rescue Project shows the disaster relief
simulator and the rescue strategy. Especially, the model of the fire simulation and the
life rescue simulation in case of the earthquake are developed.

In this research, we target the disaster relief from the building especially on the
case when a fire in the building breaks out. As a first step for developing the simula-
tion model of the life rescue, the extinction activity, and the escaping inducement, we
made a very simple model using a new language SOARS. SOARS: Spot Oriented
Agent Role Simulator is a new type agent based simulation framework. In this lan-
guage, agents move on the spots rather than the square cells, and play plural roles. In
this paper, we make a model of a fire in the shopping mall of two floors and prepare
an easy escaping route for agents. In this description, we analyze the escaping activi-
ties of agents.

2 Abstract of SOARS

SOARS is designed to describe agent activities under the roles on social and organiza-
tional structure. Role taking process can be described in our language. SOARS is also
designed depending on the theory of agent based dynamical systems. Decomposition
of multi-agent interaction is most important characteristics in our framework. The

T.G. Kim (Ed.): AIS 2004, LNAI 3397, pp. 33-41, 2005.
© Springer-Verlag Berlin Heidelberg 2005
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notion of spot and stage gives special and temporal decomposition of interaction
among agents. New information of SOARS can be seen on web site
<http://degulab.cs.dis.titech.ac.jp/soars/index.html>.

3 A Simulation Model of a Building Fire

In this section, we will show the framework of this simulation model.

3.1 A Map of a Shopping Mall

We assume a simple shopping mall which has 40 shops, 4 main entrances, 4 stairs,
and many spaces where agents can move. Fig 1.shows the place of the main entrance,
stairs, shops and spaces in the shopping mall.

Shop! Shop20

Shop30

Shopdo

PPN

Fig. 1. Map of shopping mall

This shopping mall has two floors and each floor has 20 shops. In the first floor,
there are 4 main entrances, 4 stairs and spaces where agents can move. In the second
floor, there are also 4 stairs and spaces but no main entrances. Each shop has at least
one entrance and agents have to go through the entrance whenever they go into or out
the shop. Main entrances are used when agents go into or out the shopping mall.
When agents go up or down the floor, stairs are used. Agents go through some spaces
when they move from a shop to shop, stairs, main entrance, and so on.

3.2 The Definition of the Spot

In this simulation model we make about 200 spots. Each shop except bigger shops
such as Shopl, Shop20, Shop21 and Shop40, is assigned to one spot whose name is
shop’s name. The bigger shop is divided into 5 spots, for example, Shopl is divided
into Shopla, Shoplb, Shoplc, Shopld, and Shople. There is one entrance spot for
each small shop spot and are two entrance spots for bigger one. We also make 4 main
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entrance spots and 8 stairs spots. For example, spot EntraceA means one of main
entrance and StairsAl means one of four stairs which is located on the first floor.
StairsA2 and StairsA1 are same stairs but not located on the same floor. Spaces where
people can move are divided into several spots, and named such as Spacel-2-4,
Space2-3-4, and so on. The number which followed by “Space” is used to indicate the
location of space spot. For example all spots’ name of the first floor is shown in Fig.2.
First line show the name of the spots and second line show the located place of the
spot.

Shopla Shop!0. Shop20a
1141 11114 11115

Spacel-4-10  Kpacel-4-1 fpace
1410 111

Shop20c
1514 1515

Fig. 2. Name and location of all spots
Each spot has three properties implemented as keywords of the spot such as “fire”,
“firelevel”, and “point”. These keywords show the condition or location of spot. Ta-

blel. shows the detail of these keywords.

Table 1. Fire, firelevel, and point

Name of the keyword Details

fire Shows the condition of the spot. It takes “off”, “before”, “on+”,
“on-, “after” as value.

firelevel Shows the level of a fire. It takes 0~9 as value.

point Shows the spot’s location in the shopping mall.

3.3 The Definition of the Agent

There are some agents in this simulation model. These agents are in Station spot at
first and move into Main Entrance spot, then move some spot in the shopping mall.
Each agent has four properties, implemented as keywords such as “condition”, “es-
cape”, “shopping”, and “go”. The details of these keywords are shown as follows.

The keyword “condition” means the condition of the agent. The keyword “condi-
tion” takes “alive” or “dead” as value. An initial value is “alive”. When an agent is in
the spot whose keyword “fire” is “on+” or “on-*, agent’s keyword “condition” will
change from “alive” to “dead” at a certain probability.

The keyword “escape” means whether the agent has to escape from a fire or not.
The keyword “escape” can take “yes”, “no” or “end” as a value. An initial value is
“no”. When an agent finds a fire or knows information that a fire break out in the
shopping mall, keyword “escape” will change from “no” to “yes” and begins to es-
cape from a fire. If an agent finishes escaping from a fire, the keyword “escape” will
change to “end”.
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The keyword “shopping” takes “before” or “after” as value and it shows whether
an agent has to go into a shop or not. If an agent has been to a certain shop, the key-
word “shopping” will change to “after”. An initial value of this keyword is “before”
and an agent can go out the shopping mall when the keyword “shopping” becomes
“after”, this keyword “shopping” prohibits an agent to go out the shopping mall with-
out going into some shops.

The keyword “go” is referred when an agent is in the Stairs spot. This keyword can
take “up” or “down” as a value. If an agent is on the first floor, the keyword “go” is
set to “up” and if on the second floor, the keyword “go” is set to “down”.

3.4 The Normal Movement Rule of the Agent

In this subsection, we explain about the movement rule of an agent under the situation
of no fire. The rule is decided according to the spot where an agent is. If an agent is in
the Station spot, the agent moves to one Main Entrance spot of four at a probability of
25%. When the agent is in one Main Entrance spot, then he moves to the space spot
which is in neighborhood. For example, when an agent is in EntranceA spot, he will
move to Spacel-1-5 spot in the next step. This rule is adjusted to all agents when they
enter the shopping mall.

The movements rules of the agent are in the shopping mall are shown as follows.
When an agent is in a certain Space spot, the agent will move to a certain spot such as
Shop’s entrance spot, another Space spot, Stairs spot or Main Entrance spot which are
in neighborhood of the spot where an agent is now in. If there are three spots in
neighborhood, the agent will move to one spot of three at a probability of 33%. If
there are four spots, the probability will become 25%.

We will explain the case which an agent is in the Shop’s Entrance spot. In this
case, the movement rules change according to the value of the agent’s keyword
“shopping”. If keyword “shopping” is “before”, the agent moves to the Shop spot and
changes the keyword “shopping” from “before” to “after”. If the keyword “shopping”
is “after”, the agent moves to the Space spot which is in neighborhood of the Entrance
spot (Fig.3). When an agent moves to the Shop spot, he can move to the Shop’s En-
trance spot at a probability of 33%.

We describe the movement rules when an agent is in the Stairs spot. In this case,
the movement rule changes according to the agent’s keyword “go”. There are two
spots for each stairs. If an agent is in the Stairs spot which is located on the first floor
and the keyword “go” is “up”, he moves to the Stairs spot which is located on the
second floor. After he reaches the second floor, he moves to Space spot which is in
neighborhood and changes the keyword “go” from “up” to “down”. If he is in the
Stairs spot of the first floor and the keyword “go” is “down”, he moves to Space spot
and changes the keyword “go” from “down” to “up”. The case on the second floor is
quite opposite to the case on the first floor (Fig. 4).

At last, we describe the case when an agent is in the Main Entrance spot. The key-
word “shopping” is also affected by the rule. In this case, if the keyword “shopping”
is “before”, which means that the agent has not been to any shops, he can not go out
the shopping mall and has to move to Space spot. If the keyword “shopping” is “af-
ter”, which means the agent has been to some shops, he can go out the shopping mall
and moves to the Station spot (Fig.5).
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shopping =
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ture

in the entrance spot
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spot;
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shopping =after

false v
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spot
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Fig. 3. The flow chart of the agent’s movement rule of shopping

in the stairs spot of’
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Fig. 4. The flow chart of the agent’s movement rule of go up and down
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Fig. 5. The flow chart of the agent’s movement rule of go out the shopping mall or not
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3.5 The Escaping Rule from a Fire

In this subsection, we describe the movement rules of an agent escaping from a fire.
The escaping rule is very simple. If an agent’s keyword “escape” is “yes”, the agent
follows this rule. The agent moves by the shortest route to the nearest Main Entrance
spot (Fig.6). In escaping from a fire, there is a possibility of facing the situation where
a fire on a spot is large and an agent has a risk to go through. In this simulation model,
when an agent faces the spot of a high value of “firelevel”, the agent takes panic role
and moves to neighborhood at random.

Fig. 6. The shortest route to the nearest main entrance

3.6 The Model of a Fire

When a fire breaks out somewhere in the shopping mall, the keyword “fire” of the
spot where a fire happened change to “on+” and change the keyword “fire” of the spot
next to burning spot to “before”. This means that the spot gets information of a fire. If
the spot gets information of a fire, information of a fire is expanded to the spot one
after another in each step.

A fire also spreads on the spot. If the spot’s firelevel is 4, a fire spreads and the
keyword “fire” and “firelevel” of the neighborhood changes to “on+” and 1. A
firelevel increases from 1 to 9 during the keyword “fire” is “on+" and it decreases to 0
during the keyword “fire” is “on-“. When the keyword “firelevel” changes from 8 to
9, the keyword “fire” changes to “on-*“ and when the keyword “firelevel” reaches to 0,
the keyword “fire” changes to “after” that means a fire is extinguished.

3.7 The Death Algorithm

The definition of the agent’s death is very simple. The probability of the death de-
pends on the spot’s keyword “firelevel”. The probability is calculated from the fol-
lowing formula. When an agent dies, he never moves again.

The probability of dying (%) = firelevel x100/ 10 (1)
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4 The Result of Simulation

We will show the result of breaking out a fire in a specific spot by using this simula-
tion model. We prepare 200 agents and they move in the shopping mall according to
the normal movement rule of agents for 72 steps. In the 73" step from the simulation
beginning, a fire is happened in Shop2 spot and agents start escaping from a fire ac-
cording to the escaping rule of an agent. This simulation is ended by 144th steps. We
simulate this model ten times and introduce some results.

4.1 The Dispersion of Agents

We show the dispersion of agents in the 72" step in Fig.7. The spot where a lot of
agents exist is chosen especially. In each spot, agents disperse here and there in the
shopping mall. The number of agents of each spot is an average of ten times of simu-
lation.

3.5

the ave. number of agants

NN |

e |

DD |

R |

Fig. 7. The dispersion of agents

4.2 Agents’ Mortality Rate

The mortality rate of agents is estimated from the number of agents whose keyword
“condition” is “dead”. The mortality rate and the number of dead agents are shown in
Fig.8. The number and percentage are the result of each simulation of ten times.

4.3 The Dangerous Spots

The dangerous spot is specified from the rate of dead agent who stayed there when a
fire breaks out. We will show the dangerous spot in Fig.9. This show each spot’s
percentage of agents who are going to die.

5 Conclusion

In this simulation, we assumed a fire which breaks out in a specific spot and a very
simple shortest escaping route from a fire. This escaping route is often seen on the
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Fig. 8. The number and percentage of death agent

stairsC2
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shop31
shop2lc
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space2-5-5
entrance26
shop?la
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space2-1-11
space2-4-12
space2-4-
space2-4-7
space%—i—g
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space2-2-9
entrance4()b
entrance40a
shop40d
shop39
shop36
shop35
shop34
entrance33
shop20a

50% 60% 70% 80% 90% 100%
the percentage of agents who are going to die

the name of spot

Fig. 9. The dangerous spots’ name and percentage of the agents who are going to die

room information of hotel etc. In this simulation, the given escaping route is not nec-
essarily safe. This route has a possibility of danger according to the place where a fire
breaks out. It is necessary to prepare the best escaping route according to the situa-
tion.
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As a further research, to reduce the number of dead agents, we are going to make
an agent to learn how to find an escaping route or to take a variety of disaster preven-
tion policies. For example, we are now developing a simulation model in which the
agent has the escaping route corresponding to the fire. If the agent has the best escap-
ing route according to the situation, the number of dead agents will be reduced. We
are also going to introduce agents who do the rescue operation or the extinction activ-
ity. After introducing these agents, it will be a disaster relief simulation model.
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Abstract. Mean Variance (MV) model has spread through institutional inves-
tors as one of the most typical diversified investment model. MV model defines
the investment risks with the variance of the rate of return. Therefore, if any
variances of two portfolios are equal, MV model will judge that the investment
risks are identical. However, even if variances are equal, two different risk
cases will occur. One is just depended on market volume. The other is fully de-
pended on speculators who raise stock prices when institutional investors are
purchasing stocks. Consequently, the latter makes institutional investors pay
excessive transaction costs. Development of ABM (Agent Based Modeling) in
recent years makes it possible to analyze this kind of problem by simulation. In
this paper, we formulate a financial market model where institutional investors
and speculators trade twenty stocks simultaneously. Results of simulation show
that even if variances are equal, investment risks are not identical.

1 Introduction

Nowadays, when an institutional investor construct the portfolio according to Mean
Variance (MV) model, they have to take care of not only market volume but also
speculators’ behavior, if they prefer to avoid paying excessive transaction costs. MV
model employ the variance of the rate of return as a measure of investment risk.
However, sometimes the variance is fully depended on speculators’ behavior.

In this paper, we apply agent based modeling framework SOARS (Spot Oriented
Agent Role Simulator) and formulate the financial market model where institutional
investors and speculators trade twenty stocks simultaneously and simulate the relation
between speculators’ behavior and the variance of the rate of return.

Results of simulation show that the variance of the rate of return is not enough as
the measure of investment risk in order to avoid the risk of paying excessive transac-
tion costs.

2 Mean Variance Model with Transaction Costs
In Mean Variance (MV) model, the rate of return is assumed as the random variables.
Let define R as the rate of return for the stocks. Let x be the vector of investment
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proportion. Then MV model minimizes the variance of portfolio V[R(x)] in condition
that fixes the expected return E[R(x)] as a parameter p . The standard MV model is

formulated as follows:
min V[R(x)]

subject  to E[R(x)]=p
1

ijzl, x20, j=L..,n
j=1

When we evaluate the performance of MV model by simulation, we calculate the
return of portfolio using historical data in a particular period. In concrete, when we
determine such period as 19yy/mm — 19y’y’/m’m’, we solve MV model using a few
years of historical date before 19yy/mm and decide the proportion of portfolio. Then
we assume that we can purchase the portfolio at the price of 19yy/mm and calculate
the return of the portfolio using the date from 19yy/mm to 19y’y’/m’'m’.

In MV model with transaction cost, we have to subtract the transaction cost from
the return of portfolio. Therefore MV model with transaction costs is formulated as
follows:

minV[R(x)]
subject to E[R(x)—c(x)]=p

n

ijzl, x>0, j=L..,n

J=1

@)

Where c(x) represents the transaction costs of the portfolio. However, the unit
transaction cost increases beyond some point, due to the “illiquidity” Effect, which
means that large demand arises the price of asset [Konno, 2001]. It is simply lead by
the relation between demand and supply in the market. Therefore the expected return
may be less than p due to increasing of transaction costs. This is very important prob-

lem for institutional investors who have to manage large amount of money.

3 Hidden Risks Under Identical Variance of the Rate of Returns

Recently information technology and deregulation enable many speculators to par-
ticipate in capital markets. Then speculator’s behavior affects transaction costs for
institutional investors.

Typical strategy of speculators is shown as follows. They, in advance, purchase the
stocks, which institutional investors are purchasing for portfolio construction. Then
they sell the stocks after the institutional investor has finished buying.

It is difficult for MV model to avoid this kind of risks. Because the investment risk
is defined as the variance of the rate of return, same variance is regarded as same
investment risk.

Following simple simulation show the impact of market volume and speculator’s
behavior. We assume two types of traders. Both of them order “buy” or “sell” in
stock market. One is “random trader” who sells or buys randomly. The other sells or
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buys following the market trend captured by difference between the latest price and
the moving average of the price chart. Latter trader’s behavior is a model of typical
speculator’s behavior who raises market price.

We simulate above model in four conditions as follows:

1. There are 50 random traders in the stock market (Fig. 1).
2. There are 500 random traders in the stock market (Fig. 2).
3. There are 47 random traders and 3 speculators in the stock market (Fig. 3).

4. There are 470 random traders and 30 speculators in the stock market (Fig. 4)!.

Results of simulation are shown in the following 4 figures. If there are only ran-
dom traders in the stock market, increase of market participants make the volatility
and the variance of the rate of return smaller because increase of market participants
increase market volume. However, if there are a few speculators with random traders
in the stock market, the impact of the increase of market volume are not remarkable.
Reduction of the volatility and the variance of the rate of return V[R(x)] are smaller
than the former case. Fig.4’s variance of the rate of return is almost equal to Fig.1’s.
This shows that risk evaluation based on the variance is unnatural if we regard the
transaction costs. In the next chapter, we will investigate the relation between specu-
lator’s behavior and institutional investor’s risks of paying excessive fee by more
large-scale simulation.
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VIR(x)]= 0.0000000507905
Fig. 1. 50 Random Traders Case

There are 50 random traders in the stock market. The variance of the rate of return
is bigger than Fig.2 because market volume is smaller than Fig.2.

There are 500 random traders in the stock market. The variance of the rate of re-
turn is smaller than Fig.1 because market volume is bigger than Fig.1.

There are 47 random traders and 3 speculators in the stock market. In spite of the
numbers of the market participants are same, the variance of the rate of return is big-
ger than Fig.1 because of the impact of 3 speculator’s behavior.

There are 470 random traders and 30 speculators in the stock market. In the simu-
lation of Fig.1 and Fig.2, reduction of the variance of the rate of return are remarkable

! Because the past market prices before the simulations start are given randomly as initial
value, each case has different market data.
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Fig. 2. 500 Random Traders Case
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Fig. 3. 47 Random Traders and 3 Speculators Case
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Fig. 4. 470 Random Traders and 30 Speculators Case
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because market volume increase. However, in Fig.3 and Fig.4 only noises of prices
disappear. Moreover, if we compare the two variances of Fig.1 and Fig.4, they are
quite similar. That shows even if the two variances of the rate of return is equal, the
characteristics of market participants and volatilities are not indifferent.

4 Modeling Framework of Market Simulation

We formulate a financial market model where an institutional investor and specula-
tors trade twenty stocks simultaneously and compare the results of simulation in two
conditions to investigate whether the investment risks are truly identical or not.

We apply ‘Itayose’ algorithm?, a kind of sealed bid double auction protocol, to cal-
culate the contract prices of each stock [Ishinishi 2002].

We also apply SOARS (Spot Oriented Agent Role Simulator) that provides the
conceptual framework for agent-based modeling, seamless spot-oriented extension to
application object equipped by Java programming language and agent based dynami-
cal system (ADBS) [Deguchi, 2004]. We formulate a market model based on SOARS
framework as follows:

1. Spot Structure

The “Spot” is a place on which agents interact each other. Spot is not only a concrete

physical place but also an abstract place for interaction such as market. There are two

types of spots in this model.

1) Market Spot: There are 20 Market Spots in this model, and Itayose algorithm is
equipped to each Market Spot.

2) Strategy Spot: There is a Strategy Spot in this model, and algorithm of Mean
Variance model is equipped to the Strategy Spot.

2. Role Structure
In the stock market, agents buy or sell under their roles on social and organizational
structure like the institutional investor or speculators.

1) Random Trader: Random Trader is in the Market Spot and sells or buys a stock
randomly. The order price is limit price and set randomly around the latest stock
price.

2) Speculator: Speculator is in the Market Spot and sells or buys a stock following
the market trend captured by difference between the latest price and the moving
average of the price chart. The order price is limit price and set randomly around
the moving average. The reference term of the moving average is a week.

3) Institutional Investor: Institutional Investor is in the Strategy Spot and they “buy”
stocks according to Mean Variance model to construct the portfolio. Institutional
Investor dose not sell stocks because the purpose of Institutional Investor role is to
construct the portfolio. An institutional investor's amount of orders is 1000 times
Random Trader’s or Speculator’s amount of orders.

2 The organizing committee of the U-Mart has developed a virtual market simulator of a fu-
tures market that include Itayose algorithm. We refer it to apply Itayose algorithm. The
U-Mart simulator is a system that traders access to the U-Mart servers using TCP/IP protocol
the Internet, and its salient feature is that the U-Mart system enables hybrid simulation in-
volving both human traders and the software trading agents.
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3. Stage Structure
We formulate the process of this market model as follows:
Simulation starts when random traders and speculators are selling or buying every

market. They sell or buy once a day, and the period of simulation is 80 days?. In the
last month, institutional investor starts to buy stocks according to MV model during a
month. Institutional Investor orders once a week so that they will order 4 times in this
simulation. Random traders and speculators also sell or buy during the month when
institutional investor buys stocks. Then the traders will make markets prices go up or
down according to traders’ characteristics.

The process of this market model is divided to three stages.

1) Traders’ Order Stage: Random Trader and Speculator buy or sell a stock in Trad-
ers’ Order Stage.

2) Institutional Investor’s Order Stage: After 60 days passed, Institutional Investor
starts to buy stocks according to Mean Variance model during a month.

3) Contract Stage: Itayose algorithm calculates the contract price according to the
orders of Random Traders, Speculators and Institutional Investor.

4. Model Assumption

When the institutional investor buys stocks according to MV model to construct the
portfolio, they will give much demand for the stocks. We assume that prices charts
will move as follows:

price ]\

Sy
= day

To investigate the above situation, we formulate the following two cases of same
variance, which are extended models of above simple simulation of Fig.1 and Fig.4.
1) Random Traders Model
We assume that there are 20 stocks. 50 Random Traders are buying or selling
every market spot, and the sum of the traders is 20X50 =1000 in this model.
2) Speculators Model
We assume that there are 20 stocks. 470 Random Traders and 30 Speculators are
buying or selling every market spot, the sum of the traders is

20x(470+430) =10000 in this model.

3 The markets are closing on Saturday and Sunday, and a month is 20 days in this simulation.
80 days represents quarter.
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5 Results of Simulation

The following figures show the results of the simulation (Fig.5 & 6). We investigate
the impact of speculators’ behavior for MV model.
In the case of Random Traders Model, the institutional investor buys 5 stocks ac-

cording to MV model*. Simultaneously, Random Traders also buy or sell the stocks,
and it causes the market prices go up or down randomly.

However, in the Speculators Model, speculator “buys” stocks and they make the
market prices only go up and never go down. Therefore, the institutional investor
pays excessive transaction costs when they buy the 3 stocks, which they choose.
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Fig. 5. Random Traders Model

Above two figures are the price chart for a month when the institutional investor
constitute portfolio and institutional Investor’s proportion of the stocks they purchase
in a case of Random Traders Model.
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Fig. 6. Speculators Model

Above two figures are in a case of Speculators Model.

4 The institutional investor buys only 5 stocks because the expected return of some of the 20
stocks are negative in this simulation.
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6 Conclusion

We start to analyze hidden risks caused by speculators under identical variance of the
rate of returns by simple simulation, and then we investigate the impact of specula-
tors’ behavior by more large-scale simulation. The results of simulation show that
even if variances are equal, investment risks are not identical, and the institutional
investor pays excessive transaction costs due to speculators’ behavior.
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Abstract. This paper presents the Principal Component Analysis (PCA) which
is integrated in the proposed architectural model and the utilization of apriori
algorithm for association rule discovery. The scope of this study includes tech-
niques such as the use of devised data reduction technique and the deployment
of association rule algorithm in data mining to efficiently process and generate
association patterns. The evaluation shows that interesting association rules
were generated based on the approximated data which was the result of dimen-
sionality reduction, thus, implied rigorous and faster computation than the usual
approach. This is attributed to the PCA method which reduces the dimensional-
ity of the original data prior to the processing. Furthermore, the proposed model
had verified the premise that it could handle sparse information and suitable for
data of high dimensionality as compared to other technique such as the wavelet
transform.

1 Introduction

Given that data mining can be performed on heterogeneous databases, Knowledge
Discovery on Databases or KDD is one of the best tools for mining interesting infor-
mation in enormous and distributed databases. The discovery of such information
often yields important insights into business and its client may lead to unlocking hid-
den potentials by devising innovative strategies. The discoveries go beyond the online
analytical processing (OLAP) that mostly serves reporting purposes only.

One of the most important and successful methods for finding new patterns in data
mining is association rule generation. The present trends show that vendors of data
management software are becoming aware of the need for integration of data mining
capabilities into database engines, and some companies are already allowing for inte-
gration of database and data mining software.

Frequently, there are numbers of variables contained in the database, and it is pos-
sible that subsets of variables are highly associated with each other. The dimensional-
ity of a model is determined according to the number of input variables used. One of
the key steps in data mining is finding ways to reduce dimensionality without sacrific-
ing the correctness of data. One popular method in dimensionality reduction is inte-
gration and transformation to generate data cubes. As explained by Margaritis et. al.
[8], data cubes may be used in theory to answer query quickly, however, in practice
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they have proven exceedingly difficult to compute and store because of their inher-
ently exponential nature. To solve this problem, several approaches have been pro-
posed by other studies. Some suggest materializing only a subset of views and pro-
pose a principled way of selecting which ones to prefer. Many studies claimed that
data reduction will hasten processing tasks because mining on reduced data is more
efficient and faster while producing the same results. However, some predicament
that various researchers say about popular compression techniques is that a quantity
of information has to be thrown forever which imply considerably loss of data.

Some other constraints that most researchers observed in the data mining tasks
were computing speed, reliability of the approach for computation, heterogeneity of
database, and vast amount of data to compute. Often these are restraints that defeat
typical and popular mining approach. In this paper, we wish to investigate some tech-
niques and propose a model in data mining to process, analyze and generate associa-
tion patterns. This study will examine the data reduction technique as integrated com-
ponent of the proposed model to reconstruct the approximation of original data prior
to determination of the efficiency and interestingness of association rules which will
be generated through the use of a popular algorithm.

2 Related Works

Among the essential components of data mining is association rule discovery ren-
dered on from simple database repositories to complex database in a distributed sys-
tem. Association rule mining tasks are finding frequent patterns, associations, or
causal structures among sets of items or objects in transactional databases, relational
databases, and other information repositories. Data mining uses various data analysis
tools such as from simple to complex and advanced mathematical algorithms in order
to discover patterns and relationships in dataset that can be used to establish associa-
tion rules and make effective predictions.

2.1 The Data Reduction Method

The data reduction technique in data mining is used to reduce the data into smaller
volume and preserves the integrity of such data. This implies that mining on reduced
data is more efficient and faster while producing the same mining results. The lossy
technique is a compression method that reconstructs the approximation of the original
data. The known popular and efficient method among the lossy data compression
techniques are wavelet transform and principal component analysis. This study will
explore the use of the latter technique in data mining.

2.2 Data Mining

Numerous data mining algorithms have been introduced that can perform summariza-
tion, classification, deviation detection, and other forms of data characterization and
interpretation. There are varieties of data mining algorithms that have been recently
developed to facilitate the processing and interpretation of large databases. One ex-
ample is the association rule algorithm, which discovers correlations between items in
transactional databases. In Apriori algorithm, candidate patterns that receive sufficient
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support from the database are considered for transformation into a rule. This type of
algorithm works well for complete data with discrete values. One limitation of many
association rule algorithms, such as the Apriori is that only database entries that ex-
actly match the candidate patterns may contribute to the support of the candidate
pattern. Some research goals are to develop association rule algorithms that accept
partial support from data. In the past years, there were lots of studies on faster, scal-
able, efficient and cost-effective way of mining a huge database in a heterogeneous
environment. Most studies have shown modified approaches in data mining tasks
which eventually made significant contributions in this field.

3 Architecture of the Proposed Data Mining System

Based on the earlier premise, the researchers developed the proposed architecture of
the data mining system which will be presented in the subsequent models.

# Phase 1

Agaregated

Data Cubes
., Dismibuted DB o
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7
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Fig. 1. Proposed Data Mining Model
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Fig. 1 shows the proposed three phase implementation architecture for the data
mining process. The first phase is the data cleaning process that performs data extrac-
tion, transformation, loading and refreshing. This will result to an aggregated data
cubes as illustrated in the same figure. Phase two of the architecture shows the im-
plementation of the reduction algorithm using the Principal Component Analysis.
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Fig. 2. Data Reduction Model Using Principal Component Analysis (PCA)
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The refined process is illustrated by Fig. 2. This explains that the reduction algo-
rithm will be rendered on the aggregated data and thus, the PCA algorithm and the
rule for dimensionality reduction which was set by the researcher during the experi-
ment shall be employed. This further means that phase 2 shall generate a reduced data
as a result of the reduction algorithm. This will be in accordance with the main prem-
ise of this study to generate meaningful association rules on reduced data in order to
perform faster computation.

Phase 3 is the final stage in which the Apriori algorithm will be employed to gen-
erate the association rules. Further refinements is illustrated by the model in Fig. 3,
which should calculate for the frequent itemsets then compute for the association
rules as given by the algorithms in section 4.4, these are in equations 2 and 3, respec-
tively. Finally, the discovered rules will be generated based on the assumptions on
support and confidence threshold set by the researcher in this study. The output is
given by the last rectangle showing the discovered rules. In this study, the discovered
rules are provided in the tables showing the support count and the strength of its con-
fidence.

Compressed
ata
P

Aunrior Aleorithm

Digeovered

Association
Rules

Fig. 3. The Association Rule Discovery Model

As mentioned by Bronnimann et. al. [7], “the volume of electronically accessible
data in warehouses and on the Internet is growing faster than the speedup in process-
ing times which was predicted by Moore’s Law and classical data mining algorithms
that require one or more computationally intensive passes over the entire database are
becoming prohibitively slow, and this problem will only become worse in the future”.
With this premise, the researchers would carry-on the quest of innovating methods to
ascertain interesting approach for knowledge discovery.

The proposed architecture describes that integration of data is achieve by first per-
forming data cleaning on the distributed database. Next, the data cubes generation is
the result of the data aggregation by implementing extraction or transformation. Note
that the aggregated data in the form of data cubes is the result of mining process. The
purpose of such cubes is to reduce the size of database by extracting dimensions that
are relevant to the analysis. The process allows the data to be modeled and viewed in
multiple dimensions. PCA technique is exploited to produce compressed data. Then,
association rule discovery will be employed. The data cubes will reveal the frequent
dimensions, thus, could generate rules from it. The final stage is utilization of the
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result for decision-making or strategic planning. The proposed architecture will im-
plement the association rule algorithms on a compressed database and would expect
faster but efficient and interesting data mining results.

4 The PCA Technique and Apriori Algorithm

The Principal Component Analysis (PCA) will be utilized to execute the data reduc-
tion as part of data mining process. PCA 1is similar to Karhunen-Loeve transform
which is a method for dimensionality reduction by mapping the rows of data matrix
into 2 or 3 dimensional points and that can be plotted to reveal the structure of the
dataset such as in cluster analysis and linear correlations [9]. PCA searches for ¢ k-
dimensional orthogonal vectors that can be used to represent the data, where ¢ < k.
The original data are thus projected into smaller space, thus, results to data compres-
sion [4]. Consequently, this technique can be utilized for dimensionality reduction.
Now, let us define Principal Components Analysis as follows.

Consider a data matrix: X =| Xx; |

in which the columns represent the p variables and rows represent measurements of n
objects or individuals on those variables. The data can be represented by a cloud of n
points in a p-dimensional space, each axis corresponding to a measured variable. We
can then look for a line OY1 in this space such that the dispersion of n points when
projected onto this line is a maximum. This operation defines a derived variable:

Y=ax +ax,+...+a,x,

p
with coefficients @, satisfying the condition: z ai2 =1
i=l

After obtaining OY1, consider the (p-1)-dimensional subspace orthogonal to OY1 and
look for the line OY2 in this subspace such that the dispersion of points when pro-
jected onto this line is a maximum. This is equivalent to seeking a line OY2 perpen-
dicular to OY1 such that the dispersion of points when they are projected onto this
line is the maximum. Having obtained OY2, consider a line in the (p-2)-dimensional
subspace, which is orthogonal to both OY1 and OY2, such that the dispersion of
points when projected onto this line is as large as possible. The process can be contin-
ued, until p mutually orthogonal lines are determined. Each of these lines defines a
derived variable:

Y=a,X +a,X,+a,X;+....+a,X 1)

where the constants & are determined by the requirement that the variance of Yi is a

P

maximum, subject to the constraint of orthogonality as well as: z a; =1 for each i.
k=1

The Yi thus obtained are called Principal Components of the system and the process

of obtaining them is called Principal Components Analysis. The principal components

are reduced form of complex multivariate data which choose the first q principal

component (q <p) that explains most of the variation in the original variables.
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Steps for the Computation of Principal Components

1. Enter attributes to be computed.

2. Combine two or more correlated attributes into one factor. Extract principal com-
ponents based on the amount of variance maximizing (known as varimax) rotation
of the original variable (attribute) space.

3. Extract factors based on the criterion of Eigenvalues > 1.

4. Include attributes with high and positive factor loadings (strong correlation). This
means to remove the variables that do not meet the threshold.

5. Generate and reconstruct the approximation of the original data

4.1 Rules to Determine the Strength of Principal Components

The determination of how many factors to extract are based on the assumption that
states that we can retain only factors with Eigenvalues > 1. Attributes in the given
database shall only be retained if it will show a stronger principal component value. In
our assumption, attributes that show a positive value of 0.5 or better are strong com-
ponents, so other dimensions with less than the assumed threshold could be classified
as weaker components. Therefore those items which show weaker component value
will be eliminated and this will result to a reconstructed approximation of the original
data which include only components and its corresponding attributes with stronger
significance.

4.2 Implementation of the Desired Models

An example of an association rule algorithm is the Apriori algorithm designed by
Agrawal and Srikant [1]. The use of such algorithm is for discovering association
rules that can be divided into two steps: (1) find all itemsets (sets of items appearing
together in a transaction) whose support is greater than the specified threshold. Item-
sets with minimum support are called frequent itemsets, and (2) generate association
rules from the frequent itemsets. All rules that meet the confidence threshold are re-
ported as discoveries of the algorithm. Let T be the set of transactions where each
transaction is a subset of the itemset /. Let C be a subset of 1, then the support count of
C is given by:

Suppport _count(C) = ‘{t |te T,C c tH 2)

C is a set containing element ¢ such that 7 belongs to T and C is the subset of 7 [16].
For example we have the transaction on electronic products given by Table 1. The
association rule is in the form of (X = Y), where X c randy c 7. The support of the

rule (X = Y)is defined by:

Support(X =7Y) = @ (3)

In Table 1, the support count of each candidate is given by set L= [DigitalCam-
era:7, FlashMemory:5, VideoPlayer:6, VideoCamera:7, Flatmonitors:7, Elec-
tronicBook:6, AudioComponents: 6]. Support of the rule (DigitalCamera” Flash-
Memory) = FlatMonitors is (DigitalCamera, FlashMemory, FlatMonitors )/12 is
equal to 4/12 or 0.33. While its confidence is (DigitalCamera, FlashMemory, Flat-
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Monitors)/ (DigitalCamera, FlashMemory) is equal to 4/5 or 0.8 (80%). The algo-
rithms for the confidence and output rules are given in section 4.4 by equations 4
and 5, respectively.

Table 1. Transactions on electronics products*

TID List of Items
1 DigitalCamera, FlashMemory, VideoPlayer, Flatmonitors
2 DigitalCamera, FlashMemory, VideoCamera, Flatmonitors, ElectronicBook,

AudioComponents

DigitalCamera, VideoPlayer, VideoCamera, AudioComponent
VideoPlayer, VideoCamera, ElectronicBook, AudioComponent
DigitalCamera, FlashMemory, VideoPlayer, VideoCamera
DigitalCamera, VideoCamera

VideoPlayer, VideoCamera, Flatmonitors

ElectronicBook

VideoPlayer, VideoCamera, Flatmonitors, AudioComponent
DigitalCamera, FlashMemory, Flatmonitors, ElectronicBook
DigitalCamera, FlashMemory, VideoCamera, Flatmonitors, ElectronicBook,
AudioComponents

12 VideoCamera, Flatmonitors, ElectronicBook, AudioComponents

* Example of transactions on electronic products [11]

e K=Y B

Now, let us converse on the approach on the implementation of the desired models
on the given database. Apriori algorithm is a level-wise search strategy used in Boo-
lean association rule for mining frequent itemsets. This algorithm has an important
property called Apriori property which is used to improve the efficiency of the level-
wise generation of frequent itemsets. There are two steps in the implementation of
Apriori property, namely the join step which will find L;, a set of candidate k-
itemsets by joining L, with itself. The next step is the prune step in which C; is
generated as a superset of L, that is, its members may or may not be frequent, but all
of the frequent k-itemsets are included in Cy. The Apriori property implies that any (k-
1)-itemset that is not frequent cannot be a subset of a frequent k-itemset; hence, the
candidate can be removed.

4.3 Generating Rules from Frequent Itemsets

From the frequent itemsets, the association rules could be generated based on the two
important criteria: (a) the rules satisfy the assumed minimum support threshold and
(b) the rule has greater confidence limit compared to the assumed minimum confi-
dence threshold. The conditional probability illustrated by the equation (4) was used
to calculate for the confidence based on itemset support count.

S t 1H0.€9) 4
confidence(X = Y) = upport _ coun(X VY)

“)

Where Support coun{X wY) is the number of transactions containing the item-

Support _count(X)

set(X uY). And the Support counfX) is the number of transactions containing the
itemset X. The association rules were generated by means of the following proce-
dures: (a) generating all nonempty subsets of [, for every frequent itemset; and (b) for
every nonempty subsets of /, the output rule is given by:

“s=> (I-s)7 if Support_count(l) 2 Min _ confidence_threshold. 5)
Support _count(s)
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The above equation implies that it satisfies the minimum support threshold because
the rules are generated from frequent itemsets.

5 Experimental Evaluations

The experiment was performed on the database containing 30 attributes comprising
six (6) major dimensions and a total of 1,220 tuples of e-commerce and transactional
types of data. The evaluation platforms utilized in the study were IBM compatible PC,
Window OS, C++, Java, and applications like DBminer, Python, and SPSS.

For the purposes of illustrating the database used in the experiment, we present the
Database D showing partially the data as revealed in Table 2. The abbreviated nota-
tions for the attributes stand as follows: A,= books and its corresponding subcatego-
ries, B, = Electronics, C, = Entertainment, D,= Gifts, E, = Foods, and F, = Health.
Furthermore, A, Book attribute is consist of subcategories like A,= Science,
Aj,=social, Az=math, A,=computer, As=technology, As=religion, and A,=children
books. Other dimensions are written with notations similar to that of A,. The discrete
values indicated by each record are corresponding to the presence or absence of the
attribute in the given tuples.

Table 2. Database D on Consumer Products

Attributes
Tuples
Al | A2 | A3 | A4 | A5 | A6 | AT | A8 [ Bl | B2 [ B3 | B4 | BS F4
1 0 0 0 1 0 0 0 0 0 0 1 0 0 0
210 0 0 0 0 0 0 0 1 0 0 0 0 0
3 0 0 0 0 0 0 0 0 1 0 1 0 0 0
410 0 0 0 0 0 1 0 0 0 0 0 0 0
5 0 0 0 0 0 0 0 0 0 0 0 0 0 0
6| 0 0 0 0 0 0 0 0 0 0 0 0 0 0
7 1 0 0 0 0 0 0 1 0 0 0 0 0 1
8 0 0 0 0 0 0 0 0 1 0 0 0 0 0
9 0 0 0 1 0 0 0 0 0 0 1 0 0 0
N| O 0 0 0 0 0 0 0 0 0 1 0 0 0 0

5.1 The PCA Technique and the Discovered Rules

It is remarkable to observe that the use of PCA generated a simpler and understand-
able association patterns as presented in Table 4. The result implies that there is a
considerable trouncing of rules due to the use of PCA technique. Unlike in the other
results where PCA was not used, this shows that more association rules were pro-
duced. However, the former shows only significant and interesting results.

Table 3 shows the component matrix of database D using principal component
analysis. The negative values indicate inverse correlation among the dimensions. The
dimensions included are those with positive correlation that met the strong component
constraints set by the researcher (factor load > 0.5). The retention of factors (princi-
pal components) is based on the criterion proposed by Kaiser in 1960 which is the
most widely used. It states that we can retain only factors with Eigenvalues greater
than 1. In this study, a total of 12 principal components (factors) were extracted.
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Table 3. The Data Attributes and PCA Values

Item | Attribute Parent Factor Item Attribute Parent Factor
Attribute Load Attribute Load

Al Science 0.106 D1 Balloon 0.863*
A2 | Social 0.684* D2 Jewelry 0.710%*
A3 | Math 0.593* D3 Toys Gifts 0.775%*
A4 | Computer Books 0.735%* D4 Flowers -0.109
A5 | Technology 0.897* D5 Others 0.159
A6 | Religion 0.150 El Cakes Foods 0.842°*
A7 Children 0.824* E2 Groceries 0.903*
Bl Cameras 0.660* E3 Snacks 0.605*
B2 Cellular 0.119 E4 Others 0.819*
B3 PC Electroonics 0.799* F1 Toiletries 0.824*
B4 | HomeApp 0.192 F2 Cosmetics Health 0.792%*
B5 OfficeApp 0.792* F3 MedicalDent 0.815%
B6 | Videogames 0.058 F4 Supplements 0.054
Cl Educational 0.603*
C2 Movies Entertain- 0.394
C3 Music ment 0.273
Cc4 Tickets 0.746*

* attributes showing strong significance, > 0.5

An approximation of the original data showing only the components with stronger
value was produced. For instance, only attributes with significance higher that as-
sumed threshold were retained and became part of the approximated dataset. The
compressed data has a total of 20 attributes retained.

5.2 Discovered Association Rules Computed on Reduced and Original Data

Table 4 shows that there were a total of 104 rules that were generated when data re-
duction was used. This entails a more compact, efficient and faster computing results
than the other approach. The table only shows the first ten rules discovered.

Table 4. The Discovered Association Rules

With dimensionality reduction Original data

104 rules with support higher than or equal | 226 rules with support higher than or equal
to 0.850 found. Showing the first 10 rules. to 0.850 found. Showing the first 10 rules.
supp conf rule supp conf rule

0944 0984  A5=Buy -> C4=Buy 0975 0995  A2=buy -> A6=buy
0944 0959  C4=Buy -> A5=Buy 0975 0980  A6=buy -> A2=buy
0939 0985  A3=Buy -> C4=Buy 0954 0994  AS5=buy -> A6=buy
0939 0954  C4=Buy -> A3=Buy 0954 0960  A6=buy -> A5=buy
0935 0984  A7=Buy -> C4=Buy 0948 0995  A3=buy -> A6=buy
0939 0985  A3=Buy ->C4=Buy 0954 0994  AS5=buy -> A6=buy
0939 0954  C4=Buy -> A3=Buy 0954 0960  A6=buy -> AS5=buy
0935 0984  A7=Buy -> C4=Buy 0948 0995  A3=buy -> A6=buy

The same table shows a total of 226 rules that were generated based on the original
data. This implies that there were many rules that were discovered than using the
other approach, however, some of these rules are uninteresting. The result in Table 4
used the same range of dataset for comparison purposes. Higher ranges of selected
data imply more rules that were generated.
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5.3 Computing Time

Comparison of computing time shows that the dimensionality reductions approach in
conjunction with the association rule discovery was faster than the typical approach.
Below shows two figures comparing time, range and the rules discovered.

Comparison of Computing Time Comparison of Rules Generated
15 20000
15000
g 101 g
@ —e— Typical 2 10000 —e— Typical
a
£ 5 —— Froposed 5000 —m— Fropose
=
a
[} o D s00 od 1270
oo 50D WoD 220
Tuples
Tuples

Fig. 4. Comparison between proposed and typical approach

6 Conclusions

The results used the data mining algorithm and the proposed model for data dimen-
sionality reduction which generated the association patterns observed considering the
synthetic data illustrated here. We have provided examples and generated interesting
rules but more rigorous treatment maybe needed if dealing with more complex and
real world databases. The model using the PCA showed that it generated fewer but
improved association rules than the other method, and only shows significant and
interesting results. By principle, the computation to discover association rules is faster
because it exploits only the reduced and approximated dataset. However, there is a
matter of concern on the accuracy and reliability of predicting association rules. Be-
cause of the attempt to reduce the dimensionality of the dataset, thus, it leads sacrific-
ing and losing some of its components.

Moreover, the proposed model that transform the given data into approximate of
the original data prior to association mining had verified the premise that it could
handle sparse data as shown by the result in section 5 and is suitable for data of high
dimensionality as compared to other technique such as the wavelet transform. For
future studies, the researchers recommend a modified architecture and thorough
treatment of real world databases in distributed networks.
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Abstract. Due to the development of the modern information technol-
ogy, many companies share the real-time inventory information. Thus
the reorder decision using the shared information becomes a major is-
sue in the supply chain operation. However, traditional reorder decision
policies do not utilize the shared information effectively, resulting in the
poor performance in distribution supply chains. Moreover, typical as-
sumption in the traditional reorder decision systems that the demand
pattern follows a specific probabilistic distribution function limits prac-
tical application to real situations where such probabilistic distribution
function is not easily defined. Thus, we develop a reorder decision system
based on the concept of the order risk using neural networks. We train
the neural networks to learn the optimal reorder pattern that can be
found by analyzing the historical data based on the concept of the order
risk. Simulation results show that the proposed system gives superior
performance to the traditional reorder policies. Additionally, manage-
rial implication is provided regarding the environmental characteristics
where the performance of the proposed system is maximized.

1 Introduction

The improvement of modern information technologies allows many companies to
implement the information management system. The information management
system (e.g. POS) makes it possible for cooperating companies to track the
sales information and share inventory status information in real time. In this
environment, the use of a reorder policy based on the shared stock information
updated in real time becomes a major issue.

Traditional reorder policies can be classified into installation stock policies
and echelon stock policies. In echelon stock policies, the reorder time is deter-
mined based on the sum of the inventory at the subsystem consisting of the
considered facility itself as well as of all the downstream facilities whereas in

T.G. Kim (Ed.): AIS 2004, LNATI 3397, pp. 61-70, 2005.
© Springer-Verlag Berlin Heidelberg 2005
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the installation stock policies, the reorder time is determined based on the in-
ventory at the considered facility only. In serial and assembly systems, echelon
stock policies show better performance than installation stock policies [4]. On
the other hand, in distribution systems, the echelon stock policies do not always
outperform installation stock policies [3], and both policies may be far from op-
timal [1]. Nevertheless, both policies have been commonly used for distribution
systems [2]. Furthermore, the echelon stock policies have often been used in the
situations where the shared stock information is available [5]. The reason eche-
lon stock policies tend to fail in certain situations is related to the way in which
they utilize centralized stock information. In one-warehouse multi-retailer sys-
tems, the echelon stock of the warehouse is defined as the sum of the stocks at
the warehouse and all the retailers. Thus the method of the evaluating the stock
cannot capture inventory unbalance among retailers, since the details of the re-
tailers’ stock information are lost when calculating the sum of the individual
stocks. To use the shared information more effectively, a new reorder decision
policy called as the ‘order risk policy’ was introduced [7]. The order risk repre-
sents the relative cost increase due to immediate orders, as compared to that
due to delayed orders. The order risk policy determines the reorder time based
on the value of the order risk. The detailed descriptions of the concept of the
order risk will be presented in section 2.2.

Although the order risk policy has proven itself to be as an effective inventory
control policy, there are some limits to its application in real practice. First, the
time required to compute the order risk increases exponentially with the size
of the problem. Since the problem size in real practice tends to be large, the
practicability of the order risk policy is limited. Second, the order risk policy re-
quires the assumption to be made that the demand follows a specific distribution
function. However, it is undesirable to apply this assumption to real situations,
because the demand information in the supply chain tends to be too distorted
for it to be matched to a specific distribution. To overcome this weakness, we
propose a reorder decision system based on the concept of the order risk using
neural network.

The rest of the paper is organized as follows; In Section 2,we describe the
backgrounds to explain the proposed system. Section 3 introduces the proposed
reorder decision system using neural networks. The experimental result is pre-
sented in Section 4, and in Section 5 are our conclusions and some directions for
future research.

2 Backgrounds

2.1 Two-Echelon Distribution System Model

In this study, we focus on the development of the reorder decision method
in the two-echelon distribution system. The general two-echelon distribution
system model consists of one warehouse and n retailers facing time variant
demand as shown in Figure 1. The retailers order in batches, and the lead
time(transportation times) is constant. Similarly, the warehouse replenishes its
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1
[

Eetailer
Woareliowse
Eetailer

Fig. 1. Two-echelon distribution system model.

stock by ordering batches from an outside supplier with the constant lead time.
Unfilled demand at the retailers is backordered and a shortage cost is incurred
in proportion to the time remaining until delivery. Unfilled demand at the ware-
house is ultimately delivered to a retailer on a first come-first-serve basis and
a shortage cost is incurred in the same manner as for the retailers. There are
linear holding costs at all locations.

2.2 Optimal Reorder Decision Based on the Order Risk

In this section, we briefly explain the concept of the order risk. At each moment,
one should determine whether to order immediately or to delay ordering. In
order to make this decision, one needs to quantify the risk associated with an
immediate order. The order risk represents the relative cost increase due to an
immediate order, compared to that associated with a delayed order. If the value
of the order risk is positive, it is beneficial to delay ordering, whereas if the order
risk is negative, an order should be issued immediately.

The order risk is derived from marginal analysis. Since the cost increase due
to an immediate order is equivalent to the cost reduction obtained by delaying
the order, it is necessary to consider the marginal cost savings resulting from
delaying the order, denoted by II(ig, {2y), which is a function of the current
warehouse inventory level, iy, and the sum of the future orders from the retailers
within the warehouse lead time, denoted by §2y. Let us assume that hg, po and
Qo are the holding cost, penalty cost and ordering quantity at the warehouse
respectively. The marginal cost savings can be calculated using equation 1.

hoQo if  $29 <1
II(ig, £20) =  holio + Qo — $20) + po(io — 20) if o <2 <ig+Qo (1)
—poQo if 20 >0+ Qo

To explain the concept of the order risk policy, let us define the reorder
decision support function (RDSF) as the function whose value is the basis for
the reorder decision. Any continuous-review batch ordering policy can be said
to be one in which an order is issued when the value of the RDSF is below
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installation stock policy echelon stock policy order risk policy

Fig. 2. The reorder decision surface function of three policies.

a certain threshold value, i.e. the reorder point. Installation stock policies use
the installation stock level as their RDSF, while echelon stock policies use the
echelon stock level as the RDSF and the order risk policy use the value of order
risk as RDSF. In the case of a distribution system with one-warehouse and two
retailers in which the inventory levels of these three facilities are denoted as ig, i1
and s, repectively, each RDSF of the three policies are shown in Figure 2

To apply the order risk policy to real practice, the estimation of the value
of 2y in equation 1 is required, since {2y is not known at the decision time.
Hence, then, the expected marginal savings E(II(ig, {20)) is to be calculated,
based on the demand distribution assumption at each retailer. However, since
the computation time to calculate the exact value of the expected marginal
savings E(II(io, {20)) increases exponentially with the problem size, the real-
time calculation of the expected marginal savings is not practical for the large-
sized problems. On the other hand, the calculation of the value II(ig, {2y) for
the historical data can be easily calculated, since the sum of the orders from
retailers is already a known value. By analyzing the relationship between the
inventory status and the corresponding I1 (4o, £29) values, we can find the pattern
of the marginal savings for a given inventory status without assuming a specific
probabilistic distribution for the customer demands occurring at retailers.

Based on this idea, we use a neural network in order to apply the concept
of the order risk to real practice. The proposed reorder decision method using
the neural network consists of three steps. First, we find the patterns of the
II(ig, £29) values for a given inventory status by analyzing the historical data.
Second, we train the neural network to learn the patterns and finally we use the
trained neural network for the reorder decision in real time.

3 Reorder Decision System Using Neural Networks

A straightforward architecture for the reorder decision system using the neural
network can be one having the system inventory status as the inputs and the
corresponding marginal savings I (ig, {29) as the output, as depicted in Figure 3.
However, through experiments with various numbers of the hidden layers and
neurons, we found that the learning speed is extremely slow, and furthermore,
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i, : inventory level at warehouse , i, : inventory level at retailer k

Fig. 3. Straightforward architecture for the reorder decision system.

the resulting performance of the system is very poor. This phenomenon can be
explained by the fact that the size of the training set should be large enough to
learn the patterns of the marginal savings for all the possible system inventory
status, especially when the system size is large. For example, if there is one
warehouse and 4 retailers whose batch ordering quantity is 50, then the resulting
number of the possible system inventory status to be learned will be 50*, where
7 represents the possible inventory status of the warehouse. Thus, the number of
the system inventory status increases exponentially with the number of retailers
in the considering system. However, since the amount of the historical data set
is finite, it seems not possible to train the network to learn the patterns for all
the possible system status, especially when the system size is large.

Thus, we adopt the modular concept. By analyzing the calculation proce-
dure of the marginal savings, we can discover that the decision structure can
be divided into 2 parts. One is to estimate the sum of the retailer orders, i.e.
£2y. The other is to estimate the marginal savings of the warehouse, I (ig, {29).
Therefore, based on the decision structure, we can consider the modular neural
network architecture, as described in the following section.

3.1 System Architecture

Based on the rationale mentioned above, we propose the reorder decision system
architecture which is composed of two submodule groups, called as the ROE
(Retailer Order likeliness Estimator) module and the MSE (Marginal Savings
Estimator) module as shown in Figure 4.

ROE Module. The ROE module investigates the inventory status of the re-
tailer, and estimates the retailer’s order likeliness. Thus each retailer has its own
ROE module. The input node of the ROE module is the inventory status of the
retailer, and the output node is the retailer’s order likeliness. Through experi-
ments with various network configurations, we found that the configuration of
one hidden layer with three hidden neurons shows the best performance.

MSE Module. The role of the MSE module is to estimate the marginal savings
for a given system inventory status. Thus the input nodes of the MSE module
are the warehouse’s inventory status and the all the retailers’ order likeliness
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Fig. 4. Modular architecture for the reorder decision system.

values transferred from the ROE modules, and the output node is the marginal
savings. The complexity of the neural network of the MSE module depends
on the number of the retailers in the system. Thus, in each case, the actual
configuration of the MSE module should be determined. To select the suitable
network configuration of the MSE module, the cross-validation technique is used.
We divide the data set into the training data set and the test data set, and then
a number of experiments with various network configurations are executed. In
each experiment, we train the neural network using training data and evaluate
it by test data. The network configuration which shows the best performance is
selected for the MSE module.

3.2 Training ROE and MSE Modules

ROE Module. To train the ROE; module whose role is to estimate the order
likeliness of the retailer k (oy), the training data is obtained in following ways.
Let i1+ and iy 4, mean the inventory status of the retailer k£ at time ¢ and at
time ¢ + [y respectively, in which [y represents the lead time from the outside
supplier to the warehouse. The training data consists of one input value (i) and
output value (zj) as expressed in equation 2 where Ry, means the reorder point
at retailer k.

[XroE,, YroE,] = [(ik), (2k)]
o 2)
1 if iy < Ry (
where 2, = {O , otherwise

MSE Module. The input values are the inventory status at warehouse (ig)
and the retailers’ order likeliness values (01, 02, .., 0,) transferred from the ROE
modules. The output value is the marginal savings (II(ig, {2y)) for the given
system inventory status. The testing data set can be expressed as in equation 3
where g means the base order quantity of the retailer k

(Xuses Yuse] = [(io, 01,02, ..., 00), (I (ig, £20))]
3)

where 20 = > qr X 2k
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4 Computational Experiments

Our experimental model involves a two-level inventory system, in which a ware-
house supplies goods to three retailers. We assume the warehouse is a third-
party logistic company. The retailers and the warehouse participate in strategic
alliance that retailers provide the real-time inventory information and the ware-
house guarantees delivery within a fixed lead time. When an order (go) is received
at the warehouse, a fixed ordering cost (s¢) is incurred. The lead time from the
outside suppliers to the central warehouse (lp) is constant. Since the warehouse
guarantees delivery within a fixed lead time, the lead time from the warehouse
to retailer k (Ix) is also constant. There is a linear holding cost at the warehouse
(ho) and at retailer k (hy). For experimental purpose, we generate the customer
demands based on a compound Poisson process, in which the number of the
customers of the retailer k per time unit follows poisson distribution with Ag
and the order quantity from each customer follows normal distribution with av-
erage my, and standard deviation oj. Excessive customer demand at retailer k is
fully backordered and incurs a linear penalty cost (py). Excessive retailer orders
at the central warehouse are satisfied by an emergency operation that incurs a
linear penalty cost (pg) at the warehouse, and the additional goods required are
assumed to be subtracted from the future replenishment to the warehouse. Re-
tailer k uses an ordinary (rg,qx) policy based on the local inventory position. The
base order quantity is calculated through the EOQ process shown in equation 4,
where d means the average demand.

qr = \/QJSk/hk (4)

In the experiment, we select the four experimental factors — 1) the lead
time (lp) at the warehouse, 2) the penalty cost (pg) at the warehouse, 3) the
customer demand variance (oy) at retailer &k, and 4) the order quantity (qx))
at the retailer k. We choose three levels of each factor to configure the various
experimental environments. The detailed experimental settings are described in
Table 1.

The experimental model was developed using C++. We use Matlab neural
network tool box for the ROE and MSE module. In the simulation experiments,
each of the factor combinations are considered. At each case, the simulation is
run for 1000 time units. Following an initial warm-up period of 200 time units,
we calculate the average cost difference between the NN-based reorder system
and the systems based on the echelon stock policy and between the NN-based
order policy and based on the installation stock policy.

Table 1. Parameter setting for experiment.

ho Do lo qo hi Dk Ik qk my Ok
1 10 1 54k 2 50 2 50 4 1
30 2 75
50 3 100 3

[\
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Fig. 5. Cost reduction with varying lo. Fig. 6. Cost reduction with varying po.

The simulation result shows that the average cost reduction obtained by
adopting the proposed NN based reorder system rather than the system based
on the echelon stock policy and the installation stock policy is 12.89 and 29.87%,
respectively.

Figure 5 shows the variation in the cost reduction when the lead time from
the outside supplier to the warehouse changes. As can be seen in this figure,
the NN-based inventory reorder system is superior to the systems based on the
traditional policies in all cases. The cost reduction gap between the reorder
systems based on the installation stock and the echelon stock grows as the the
warehouse lead time increases, as indicated in [3]. The cost difference between the
NN-based reorder system and the echelon stock based reorder system decreases
as the warehouse lead time increases. This result is reasonable since a longer
warehouse lead time causes a higher variance in the sum of the retailer orders, {2y,
during warehouse lead time and, consequently, the value of the shared stock
information decreases. Thus, the superiority of the NN-based reorder system is
more prominent for short warehouse lead times. Figure 6 shows the variation
in the cost reduction as a function of the penalty cost at the warehouse. It
shows that the cost difference between the NN-based reorder system and the
other systems grows as the penalty cost at warehouse increases. This result
is also reasonable, since the higher penalty cost at the warehouse reflects the
importance of the order decision at warehouse and the NN-based reorder system
uses the centralized information more effectively than the other systems. Thus,
the NN-based reorder system is better suited to the supply chain environment,
in which the penalty cost at the warehouse is high.

Figure 7 shows the variation in the cost reduction when the standard de-
viation of the customer demand changes. The echelon stock based system is
relatively superior to the installation stock based system regardless of the de-
mand rate. The cost difference between the NN-based reorder system and the
other systems decreases when the standard deviation of the customer demand
increases. Again, this result is intuitively reasonable, since higher variance of the
customer demand brings about a higher variance of the orders from the retailers
and, therefore, the value of the individual stock information decreases as the
demand rate increases. Thus, the superiority of the NN-based reorder system is
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more prominent when the standard deviation of the customer demand at the
retailer is low. Figure 8 shows the variation in the cost reduction as a function
of the base order quantity of the retailer. This result shows that the cost dif-
ference between the NN-based reorder system and the other systems grows as
the base order quantity increases. It can be explained in the following ways. As
we mentioned above, the echelon stock based system does not use the shared
information effectively, because it cannot capture inventory unbalance among
retailers. When the base order quantity increases, the range of the inventory po-
sition at the retailers also broadens and the inventory unbalance becomes more
complex. Since our proposed NN-based reorder system is already trained to cap-
ture the inventory unbalance and make a decision based on this information, the
cost difference increases as the base order quantity increases.

5 Conclusion

In this study, we proposed the reorder decision system based on the concept of
the order risk using the neural network, which can be applied to real practice. We
developed the modular architecture for the reorder decision system, consisting
of the ROE module and the MSE module. The training procedure for each
module is provided. The experimental results show that the proposed reorder
decision system shows superior performance to the systems which make the
reorder decision based on the traditional policies such as the installation stock
policies or the echelon stock policies. Through sensitivity analysis, we found
that the benefits from adopting the proposed system can be maximized when
the warehouse lead time is long, the warehouse penalty cost is high, the variance
of the demand incurred at retailers is low, and the base order quantities of the
retailers are large. The reorder decision system using neural networks developed
in this research can be extended to the VMI environment that is recently one
of the popular strategic alliances in the supply chains. In this case, the system
architecture should be modified to enable the simultaneous reorder decision for
all of the retailers as well as the warehouse. Furthermore, it can be also extended
to more complex system models. For example, the extension to the systems
consisting of more than two-echelons or including the floor level scheduling is
worth to be studied.
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Abstract. There has been an increasing volume of research that combines arti-
ficial intelligence (AI) and simulation in the last decade to solve the problems
of various kinds, some of which are related to manufacturing systems. In mod-
ern manufacturing industries, automatic systems composed of computers are
common, and these systems are continuing to enhance the efficiency of the
manufacturing process by analyzing the overall production process — from de-
sign to manufacturing. This paper deals with the problem regarding how to im-
prove the productivity of a metal grating manufacturing system. To solve this
problem, we proposed and applied Hierarchical RG-DEVS formalism, which is
a modeling methodology for incorporating the hierarchical regression planning
of Al and simulation, for constructing an environment for sound modeling. This
research presents not only an improvement of the metal production design envi-
ronment that can predict efficiency in the manufacturing process, but also a co-
operation technique for Al planning and simulation.

1 Introduction

There has been an increasing volume of research that combines artificial intelligence
(AI) and simulation in the last decade [1,2]. The simulation formalisms are concerned
with the time related changes in entities’ states, while those of Al are concerned with
relationships that do not take time into account. The distinguishing feature of Al
schemes is their ability to represent knowledge in declarative, as opposed to proce-
dural form, in which states of an entity are presented in propositional form as facts,
amenable to general purpose logical manipulation. In other words, such knowledge is
explicitly isolated as data rather than intermingled with the code that uses it [3,4].
Simulation models are representations that also package knowledge about a particular
system domain to meet specific objectives. It is not surprising, therefore, that the
research that exploits both dynamic knowledge of simulation and the declarative
knowledge of Al are of great concern [1,3,5].

In modern manufacturing industries, automatic systems composed of computers
are common. These systems enhance the efficiency of the manufacturing process by
analyzing the overall production process — from design to manufacturing [6,7,8,9].
Most of the early CAD systems performed drafting-first functions to take the place of
a drawing board. However, as time passes, people are starting to recognize that CAD
systems could also be used to include specification data and thus further help to
automate the design process [7]. Moreover, many CAD systems focus on the program
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environment, which computes the quantity of materials by analyzing CAD data or
includes a FMS (Facility Management System) for other processes in addition to
design. Next-generation systems will enable the capture of a broader variety of prod-
uct information, and will support a wider range of product development activities
than do existing tools [10].

This paper deals with the problem of how to improve the productivity of a metal
grating manufacturing system. To solve this problem, we proposed and applied Hier-
archical RG-DEVS formalism, which is a modeling methodology for incorporating
the hierarchical regression planning of Al and simulation, for constructing an envi-
ronment for sound modeling. This research presents not only an improvement of the
designing system that can predict efficiency in the manufacturing process, but also a
cooperation technique for Al planning and simulation.

The paper is organized as follows. Section 2 reviews RG-DEVS formalism and in-
troduces Hierarchical RG-DEVS, and Section 3 describes problems in our target
system, a metal grating manufacturing system. To solve the problem, the planning
and simulation parts of Hierarchical RG-DEVS application are explained in Section 4
and Section 5 respectively. Finally, Section 6 gives the conclusions.

2 Hierarchical Planning and Simulation
2.1 AI Planning and DEVS

Al planning systems have wide application areas, such as motion planning of robot,
production planning in manufacturing, collaborative planning on multi-agent systems,
network control, object-oriented module development, etc. Simulation can play an
important role in designing, analyzing and testing such systems. Especially, a model
with intelligent planning capability is a valuable aid to simulation in the above listed
areas.

The DEVS (Discrete EVent system Specification) formalism is a theoretical, well-
grounded means of expressing hierarchical, modular discrete-event models [11]. In
DEVS, a system has a time base, inputs, states, outputs, and functions. The system
functions determine the next states and outputs based on the current states and input.
The formalism has two types of models: basic models and coupled models. The struc-
ture of the basic model is described in Figure 1.

The RG-DEVS (ReGression — Discrete EVent system Specification) gives plan-
ning capability to DEVS models [12]. RG-DEVS, an extension of classic DEVS,
expands the classes of system models that can be represented in DEVS. The regres-
sion mechanism of Al production systems is applied in selecting the rules or actions.
These selected rules are the desired sequence of actions that form action plans for
achieving goals. The sequential states of a model are defined during the regression
process by incorporating regressed subgoals of predicate formulas with other attrib-
utes predefined for describing the model’s states. So, the model’s sequential states are
dynamically generated according to the goal, which is just one of many possible goals
that the model can achieve. The mechanism for detecting miss execution of plans and
building amended, or new, plans for performing corrective actions are also given to
provide easy modeling of the miss execution of planned actions in the real system
counterpart.
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Fig. 1. Basic Model Structures of DEVS, RG-DEVS, and Hierarchical RG-DEVS

2.2 Hierarchical RG-DEVS

Ever since the conception of Al, hierarchical problem solving has been used as a
method to reduce the computational cost of planning. The idea of hierarchical prob-
lem-solving is to distinguish between goals and actions of different degrees of impor-
tance, and solve the most important problem first. Its main advantage derives from
the fact that by emphasizing certain activities while temporarily ignoring others, it is
possible to obtain a much smaller search space in which to find a plan. Today, a large
number of problem-solving systems have been implemented and studied based on the
concept of hierarchical planning [13,14].

In this paper, we expand RG-DEVS formalism in order to embed the hierarchical
planning concept in the DEVS formalism, and name it as Hierarchical RG-DEVS. In
Figure 1, the structure of Mygrg describes the model in Hierarchical RG-DEVS. In
Mure, the set of operations for planning is the union of operation sets for each level
in the hierarchical planning process, and the set of states is the Cartesian product of
state sets that belong to each level. The hierarchy concept embedded in the simulation
model helps make it easy to analyze the target system according to each of its levels
or different points of view.

3 Problem in Metal Grating Manufacturing

In this section, we describe the problem in a metal grating manufacturing system, and
discuss the background of the use of Hierarchical RG-DEVS to solve the problem.

3.1 Domain and Problem: Grating Manufacturing System

A grating is a grid or net shaped product used to cover water drains along the sides of
roads. It is also used as a flooring material for various types of production plants and
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ships. Referring to Figure 2 (b), the grid of a grating is composed of Bearing-Bars
(BB) in the metal length direction) and Cross-Bars (CB) in the width direction. BB-
Pitch and CB-Pitch are regular gaps between BBs and CBs, respectively. Figure 2 (a)
and (b) show the usage and the construction of a grating.

Width

. <6'/7\91‘/7

BB Pitch

CB(Cross-Bar)
BB(Bearing-Bar)
(a) (b)

(c) (d)

Fig. 2. Grating Usage (a), Construction (b), Before (c) and After (d) CB-Line Matching

The grating production system that we face has been using computerized systems
(GDS and CPS) to improve efficiency of production process. GDS (Graphic auto-
matic Drawing System) is an automatic design and drawing system that was devel-
oped based on problems provided by the design workers of a factory located near the
city of Seoul, South Korea. Within GDS, a user (designer) initially draws frame lines
manually in a cyber drawing sheet, and then the grating items are automatically allo-
cated inside the designated area, bordered by the frames, with the input of additional
parameters. CPS (Cutting Planner System) is an automatic cutting planner system that
arranges grating items in a grating panel to be cut. CPS was developed for the pur-
pose of reduction of the material loss, but the cutting plan affects other parts of the
manufacturing process.

The standard requirement of a grating item (the product unit) has the constraint
that the width of a grating item must be an integral multiple of the BB-Pitch, while
the length of a grating item is not constrained by the CB-Pitch. So, CB-Line Matching
among grating items, as shown in (c) and (d) of Figure 2, is one of the important
issues in the design process of a grating production system. However, CB-Line
Matching is not just a problem of the design stage.

CB-Line Matching is closely related to the efficiency of the manufacturing proc-
ess: perfect matching of CB-Lines for all items may reduce the efficiency. For CB-
Line Matching, designers should estimate how to match the CB lines in a way that it
does not seriously reduce the efficiency. So, the CB-Line Matching function in GDS
has options for designers to try executing it in various ways. However, it is difficult
to find the appropriate rate of CB-Line Matching, because it is not easy to predict the
efficiency of the manufacturing process (especially if the manufacturing is being
processed dynamically). Until the application of our modeling methodology, the
workers at the factory had just followed their intuition based on their experience of
matching the CB lines.
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3.2 Approach: Hierarchical Planning and Simulation

To solve this problem, designers should be able to predict the efficiency of the CB-
Line Matching, and make higher quality drawings (considering the efficiency from
the point of view of suppliers) for grating design using the proper prediction.
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Fig. 3. Grating Manufacturing System and CB-Line Matching

In order to predict the efficiency of the manufacturing process under the dynami-
cally changing environment, we use the Al planning technology to make a manufac-
turing plan from the design drawing, and then use the simulation technology to evalu-
ate the efficiency of the plan. Especially, hierarchical planning is used to reduce the
cost of planning, and to reflect the properties of the target system according to the
different points of views. So, we use our Hierarchical RG-DEVS formalism that em-
beds the hierarchical planning capability to the simulation model.

Figure 3 presents the overall structure of the grating manufacturing system and the
flow of CB-Line Matching with the simulation module. The parenthesized numbers
are the sequence of activities for the CB-Line Matching process.

4 Hierarchical Planning in the Application

Now, we present how a plan is generated in our domain. Figure 4 describes planning
factors and Figure 5 shows operations for planning.

We defined three levels for the hierarchical planning in this domain. The planning
units of Level 1, Level 2 and Level 3 are for the task, group and item, respectively.

A task is a set of one or more orders, which have the same use of grating. A group
is a set of one or more grating items, which have the same manufacturing-
specification that describes the types of materials (BB and CB), BB-Pitch and CB-
Pitch. So, a task consists of several groups. Grating items in the same group are



76  MiRa Yiand Tae Ho Cho

manufactured in the same way; this depends on the method of welding types for the
generation of a grating panel: I-weld, 2-weld, and 2-weld-comp. The type of welding
is determined by the composition of the manufacturing-specification and the manu-
facturing resources.

Factor Description
Level 1 Level 2 Level 3
Unit of a Task 1-weld, 2-weld, 2-weld- lwml, lwm2, 2wml,
plan comp; for a group 2wm?2; for a group
Objects Groupl, Group2, ....., GroupN A Group Panel1(I}.L,....I,),
Panel2(I, |, L p,e00)s coveees
PanelJ(......Iy)
Operator | Machine Machine Machine
Operations | 1-weld, 2-weld, 2-weld-comp 1w-ml, lw-m2, 2w-ml, InsertQ,Alloc,Cut,Convey,
w-m2 Dealloc
State GsToBePlan : group-list to be IsSpecified : is the group PansToBeCut : panels to be cut
Variables | planned specified? PansCut : panelss cut done
GsPlanned : group-list planned 81wm1. Qlwm2, Q2wml, TtemsToBeCut : items to be cut
TimeSpent : time reasonable 2wm2 X X TtemsCut : items cut done
CostSpent : cost reasonable S s o7 Gl i i MachStates: states of machines
QIW, Q2W: queues for welding- currPOSs : current positions
types cutPOSs : cut positions
Initial GsToBePlan : all groups for a task IsSpecified: false PansToBeCut
State GsPlanned : empty QIwml : empty : all panels for a group
TimeSpent : 0 QIlwm2 : empty ItemsToBeCut
CostSpent : 0 Q2wml : empty : all items for a group
QIW:Q2W =1:1 Q2wm2 : empty ItemsCut, PansCut : empty
MachStates: idle
currPos, cutPos: 0
GsToBePlan: empty IsSpecified: true PansToBeCut , ItemsToBeCut
Goal State | GsPlanned: all groups for a task There is the group in one of : empty
TimeSpent : maximum allowed time | the four queues. PansCut : all panels for a group
CostSpent : maximum allowed cost QIWMIL: QIWM2 = 1:1 ItemsCut : all items for a group
QIW : Q2W = I : 2 (default rate) Q2WMI: Q2WM2 = MachStates: idle
currPos, cutPos: 0

Fig. 4. Planning Factors: State Variables and States

The planning in Level 1 generates the sequence of actions for determining the type
of welding for each group within a task; the planning in Level 2 generates actions for
deciding which type of machines should be applied for the groups processed in
Level 1; and finally the planning in Level 3 generates the sequential actions indicat-
ing which item of a group should be processed by which commands of a machine.

The planning engine approximately calculates the efficiency based on the planned
operations. The values when calculating the efficiency are updated whenever an op-
eration is selected, and those are used to select another operation in the next step of
reasoning. In the planning process, conflict resolution follows the order of operation
rules and the order of groups of which numbers are assigned in a task. Figure 5 de-
scribes the operations for each level. The rules for operations are described by several
predicates.

As mentioned before, we used the hierarchical and regression planning technique
via Hierarchical RG-DEVS, and we used depth-first planning to perform the hierar-
chical planning because the lower level’s plan influences the higher level’s plan in the
next step. Figure 6 shows the planning procedure by the application using these plan-
ning techniques. The series of ellipses that are connected by arrows with solid lines is
the sequence of actions from the goal state (Sg) to the start state (Ss). The circled
numbers represent the procedure of the planning: depth-first regression planning. The
actions of upper levels become constraints for the actions of lower levels, and the
states of lower levels, which are updated by the actions, gives feedback to the states
of upper levels.
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Action
Class Operation Pre-condition
1> Delete Add
2-weld(g) H_ERSpec(g) WaitForPlan(g ) Planned( g )
ShortQl( Q2w, Q1w ) NotGInQ( g,Q2w) 1sGInQ( g, Q2w )
2-weld-comp(g )| M_ERSpec(g) WaitForPlan( g ) Planned(g )
ShortQL( Q2w, Q1w ) NotGInQ( g, Q2w ) IsGInQ( g, Q2w )
2-weld-comp( g ) | NoTimeToSpare WaitForPlan( g ) Planned( g )
Level 1 NoCostToSapre NotGInQ( g, Q2w ) I1sGInQ( g, Q2w )
1-weld(g ) L_ERSpec(g ) WaitForPlan(g ) Planned(g )
ShortQL( Q1w, Q2w ) NotGInQ( g, Q1w ) IsGInQ( g, Q1w
TimeToSpare
CostToSapre
2w-m3(g) ShortQL( Q2wm3, Q2wm4 ) NotSpec(g) IsGInQ( g,QL2wm3 )
NotSpec( g ) IsSpec(g)
2w-m4(g) ShortQL( Q2wm4, Q2wm3 ) NotSpec(g ) IsGInQ( g,QL2wm4 )
NotSpec( g ) IsSpec(g)
Level 2 | 1w-m1(g) ShortQL( Q1wm1, Q1wm2 ) NotSpec( g ) IsGInQ{ g,QL1wm1)
NotSpec(g ) IsSpec(g)
1w-m2(g ) ShortQL( Q1wm2, QTwm1 ) NotSpec(g) IsGInQ( g,QL1wm2 )
NotSpec( g ) IsSpec(g)
Alloc(m, p) IsMidle( m ) IsMIdle( m ) IsMBusyByP( m, p )
WaitForCut(m, p ) IsNotRCut(m, p )
Dealloc(m, p ) IsMBusyByP(m, p ) IsMBusyByP(m, p ) IsMIdle( m )
ISRCut(m, p) IsPanAtEnd(m, p ) IsNotRCut(m, p )
WaitForCut(m, p ) WaitForCut(m, p ) CutDone(m, p )
Level 3 IsPanAtEnd(m, p )
Cut(m, p, x) IsMBusyByP(m, p ) IsRCut(m, p ) IsNotRCut(m, p )
IsRCut(m, p ) WaitForCut( m, p, x ) CutDone( m, p, X )
WaitForCut( m, p, x )
Convey( m, p) IsMBusyByP(m, p ) IsNotRCut(m, p ) IsRCut(m, p )
IsNotRCut(m, p )
Fig. 5. Planning Factors: Rules
Level 1
Sia AN Sz * Ss »

Ssz \\‘\

// Level 2 \\
N S

@

: State
O: Action

<« : Planned transition

S34 »

S )\ ®

S“LZ‘\ b

S \\\

S”M,vS"u3"24}5"3,(

«-- : Candidate transition
Ss : Start State
S : Goal State
S, : States in the Level 1

P
g’ eal
JONS

s
S'p

: States in the Level 2 S"ya‘, Snz,b, S"G,c’

S”x: States in the Level 3

Fig. 6. Hierarchical Planning

5 Simulation in the Application

The sequential actions of the hierarchical planning are sequential functions to trans-
late the state of models in simulation, and the sequential states corresponding to the
actions are sequential states to be translated in the simulation model. So, a simulation
model is dynamically generated by planning. Now, we examine the simulation proce-
dure of the model defined by planning.
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Fig. 7. State Transition Diagram Based on Hierarchical RG-DEVS

Figure 7 represents a part of the state transition diagram of the simulation model —
sequential actions and states — formed by planning. Each state is composed of several
predicates, and the thick-underlined predicates, thin-underlined predicates and non-
underlined predicates are generated by planning Levels 1, 2 and 3, respectively. In
Section 2.2, we already described these properties: a state is the Cartesian product of
states of each level in planning.

Now, we explain the results of simulations executed as per the above procedures.
Figure 8 shows the analysis of the three tasks for which manufacturing-specifications
are different.

The left graph of Figure 8 shows the analysis of the relation between CB-Line
Matching rate and efficiency. The efficiency value of 1 means that a task uses the
given resources without surplus or shortage, and a value lower than 1 means that
resources are wasted or insufficient. The graph shows that the three tasks use the
given resources most effectively when their CB-Line Matching rates are 60%, 80%
and 70%, respectively. The regions rising efficiency mean that resources are suffi-
cient, while the regions of falling efficiency mean that resources are deficient. The
right graph of Figure 8 shows the analysis of the relation between welding type and
efficiency; this graph illustrates the case when CB-Line matching rates of each task
are close to the efficiency value of 1. According to this graph, we can identify the
contribution of each welding type with respect to the efficiency.

The efficiency related to the CB-Line Matching rate is determined based on the
state values generated by planning Level 3, while the efficiency related to welding
type is based on planning Level 1. Therefore, this fact means that the Hierarchical
RG-DEVS environment makes it easy to analyze the target system from different
points of view.
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Fig. 8. CB-Line Matching, Welding Type, and Efficiency

6 Conclusion

In this paper we presented how the hierarchical Al planning algorithm and a simula-
tion system could be combined to improve the manufacturing efficiency with a real
industry example. The efficiency of the manufacturing process due to the design
process has been identified, and based on this result we are able to realize a design for
manufacturing that considers efficiency from the design stage to the final manufactur-
ing stage. In order to enhance the effectiveness of the manufacturing process at the
design process, we needed an environment that was capable of predicting how the
result of a design affects the overall manufacturing process. For construction of the
environment with predictability of the manufacturing process, Hierarchical RG-
DEVS modeling methodology was presented and applied. Hierarchical RG-DEVS
contributes to simulation modeling in the following three aspects. First, it reduces the
computational cost of planning, second, it shows how to apply the hierarchical opera-
tions of a target system within the simulation model, and finally it helps to analyze
the target system from different points of view as shown in Figure 8. Future work
includes the generalization of embedding various Al algorithms into simulation mod-
els and intensive applications to real industries.
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Abstract. To construct the ITS(Intrusion Tolerance System), we should con-
cern not only the FTS(Fault Tolerant System) requirements but also intrusion
and vulnerability factors. But, in the ITS, we can not take into account the intru-
sion and vulnerability as they are, because the characteristics and pattern of
them is unknown. So, we suggest vulnerability analysis method that enable ITS
to know the pattern of vulnerability exploitation more specifically. We make
use of the atomic vulnerability concept to analyze the vulnerability in DNS sys-
tem, and show how to make use of the analysis result as monitoring factors in
our DNS ITS system. Also, this analysis result is used in modeling and simula-
tion to see the dynamics of computer network for vulnerability and external ma-
licious attack. This paper shows simulation execution examples making use of
the vulnerability analysis result.

Keywords: Vulnerability Analysis, Intrusion Tolerance, DEVS formalism,
Atomic Vulnerability, DNS

1 Introduction

In the security research area, the survivability related work is urgently required to
preserve the continuity of essential services such as DNS, DHCP and so on. One of
those works is the ITS (Intrusion Tolerant System) which enables client users to ac-
cess the service though severe attack is appeared. Since ITS system’s functions are for
defending the attacks that cannot be handled by the IDS and Firewall’s defense
mechanism, it is almost impossible to apply the known vulnerability information to
the ITS system’s monitoring rules. In our work, we make use of the atomic-
vulnerability based vulnerability analysis and we utilize it to monitor the system and
network’s attack symptoms. Atomic-vulnerability is undividable unit that used to
compose the vulnerability usually named as CVE or CAN ID.

In this paper, we show vulnerability analysis of DNS system, and how to apply the
analysis result to our ITS construction. Especially, we use the analysis result to con-
struct the monitoring knowledge of ITS middleware. At the end of this work, we
show some modeling and simulation examples, which make use of our analysis result.

At the second section, the background works of this research are introduced. Third
section shows our main research contents consist of vulnerability analysis method,
DNS vulnerability analysis and deployment in our ITS system. In the fourth section,
we will show modeling and simulation using our analysis result. At fifth section, we
will make our conclusion and show some future works.

T.G. Kim (Ed.): AIS 2004, LNAI 3397, pp. 81-89, 2005.
© Springer-Verlag Berlin Heidelberg 2005
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2 Backgrounds

Matt Bishop[4] suggests primitive condition that is used to represent the system’s
vulnerability. When a system is represented by primitive condition, there are some
duplicated primitive conditions in different vulnerabilities. So, it is economic to repre-
sent and analyze vulnerability using this concept. In his work, when for each two
vulnerability V, and V,, the primitive condition sets of two vulnerabilities are defined
as C(V,) and C(Vy), if C(V,)NC(V,) # I, the two vulnerabilities have common primi-
tive conditions.

Among the ITS related work, MAFTIA[11] is representative research project
which is conducted by EU’s IST. MAFTIA’s principle about the intrusion is that all
intrusion cannot be protected and some of them are inserted into the system, and sys-
tem must prepare about those uncontrolled attacks. Based on this principle, middle-
ware type ITS framework which contains five main modules such as intrusion detec-
tion, group communication protocol, encryption module, data fragmentation/scatter-
ing, and user access control is suggested.

The OASIS[12] project that is carried out by DARPA proceeds 12 research pro-
jects which are categorized four research topics such as server architecture, applica-
tion program, middleware, network fundamental technology. Some main concepts of
the 12 project in OASIS are as follows. First, the diversity of application and OS
platform enhances the availability of the service and system because usually intru-
sions exploit vulnerabilities that exist in a specific system platform simultaneously.
Second, the system and service should be redundant and if there is intrusion or fault
that cause problem in system or service, the redundant system or service do the work
of main system and service during the recovery time. Third, there are some ITS spe-
cific mechanisms to guarantee the integrity and availability of services, and those
mechanisms cooperate with the conventional security mechanisms of intrusion pre-
vention and detection system. To enhance the availability, load-balancing facility is
applied and to enhance the integrity of service, voting mechanism, service member
isolation and restoration are used. Fourth, there are monitoring facility used to see the
abnormal status of services and systems. In ITS, as monitoring is done after the pre-
vention and detection mechanism is applied, the monitoring scheme should be spe-
cialized to detect the intrusions that are unknown to conventional security system.

In this work, we defined monitoring factors that are appropriate the DNS intrusion
tolerant system. For selection of them, we should define the vulnerability analysis
method using atomic vulnerability analysis method. Although the atomic vulnerability
concept is for the modeling and simulation, it is well applied to intrusion tolerance.

In the next section, we will show the atomic vulnerability concept and we applied
it to the DNS vulnerability. Also, we will show how to deploy the analysis result.

3 DNS Vulnerability Analysis for Intrusion Tolerance

In this section, vulnerability analysis method based on the atomic vulnerability con-
cept is introduced. The atomic vulnerability concept is for the vulnerability modeling
and simulation of network [7]. In this paper, we make use of it to define monitoring
factors in DNS intrusion tolerance system.
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Vulnerability Analysis Method for Intrusion Tolerance

In this research, to extract the monitoring factor in ITS system we defined two con-
cepts. The one is AV(Atomic Vulnerability) and the other is CV(Compound Vulner-
ability). AV is the vulnerability that cannot be divided any more and CV consists of
AV set. We can define our Node using the AV and CV concept. The definition is as
follows.

Node ={T, X, Y, Q, D, A},
where
T: Time.
X: X1, X2, X3....Xp}
X; : attacker’s action input.
Y:A{y1, Y2 ¥3----Ym}
y; : reaction output of nodes.
A:Dx X > Y(or A: D 2 Y) is the output function
D is a set, set of CV’s reference.

The Nodes has component D that contains a set of CV’s reference. The component
D represents all vulnerabilities in the nodes and it determines dynamics of the Nodes.
In the Node definition, it has output function A, and the Node generates its output at
the Consequence state. Especially, in our case, the component D of Nodes refers the
CVs that are represented by the AVs and operators used to define the relations among
AVs.

The definitions of CVs and AVs are as follows:

Compound Vulnerability: CV = {Ly, Qcy, O, WSX, VX}
where,

Ly = {Levis Tevas +oes Tevn}

Q.= {Normal, Intermediate, Warning, Consequence }

6cv : Icv X ch - ch

WSX : warning state vulnerability expression

VX : vulnerability expression

In the definition of CV, L, is a set of attack input sequences and it means the exter-
nal inputs (X) in the Node. Q., has four essential states that are meaningful in the its
dynamics. Normal state is a state in which a target system is waiting for input packets.
When the target system is under attack, system’s state is Intermediate. The Warning
state means that probability of exploitation occurrence is beyond a specific level, and
the system can transit to an abnormal state by a simple attack input. Consequence
state is a goal state, which means the target system is exploited by attacker. ., is state
transition function and each state transition is defined as shown in Fig.1.

A CV is represented by logical composition of AVs. VX holds the expression. An
expression is composed of AVs and four binary logical operators. If this expression is
evaluated as TRUE, it means that the vulnerability is exploited by attack action se-
quence and state transition to compromised state occurs in the model. WSX is warn-
ing state vulnerability expression. Syntax of WSX is the same as VXs. If this expres-
sion is TRUE, state transition to Warning state occurs.
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Fig. 1. State and state transition of CV

Table 1. Logical operators for VX

Operator Description
AND To represent vulnerability exploited if both AVs are true
OR To represent vulnerability exploited if either or both AVs are true
To represent vulnerability exploited if either or both AVs are true. But
POR each AV has weight value that accounts for vulnerability of target system

for each AV(from O to 1).
To represent vulnerability exploited if one AV at front is true and then
the other AV is true sequentially.

SAND

Atomic Vulnerability : AV = {I,y, Q.y, O4» Type, Category}
where,

Iav = {Iavl, Iav2, cees Iavn}

Q.. = Q(initial state) U Q(final state)

O, : Iy x Q(initial state) — Q(final state)
Type : {Fact, NonProb, Prob}
Category : {Generic, Application-Specific, System-Specific}

In the definition of AV, Q,, is a set of states. I, is a set of attack input sequences to
AV and it is also same as the I,. §,, is a state transition function. An AV is one of
three type; Fact, NonProb or Prob. A Fact AV has no input(NONE) and no
state(NONE). Therefore, a Fact AV’s 8,, is 8,,(NONE, NONE) = NONE. This type
explains the corresponding AV’s origin. NonProb and Prob type AVs explain whether
these AVs are exploited probably or deterministically. Category is Generic, Applica-
tion-Specific for application specific vulnerability, System-Specific for OS or H/W
specific vulnerability.

DNS system vulnerability analysis examples: Based on analysis method in this sec-
tion, we analyze the two popular DNS vulnerabilities. In our analysis, we defined
atomic vulnerabilities for each vulnerability unit CVE ID that is used usually in vul-
nerability definition. Since the atomic vulnerability means undividable one to express
the compound vulnerability, we can define monitoring factor more specifically.
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For example, if there is buffer overflow vulnerability exploitation, we can monitor
atomic vulnerabilities in vulnerability exploitation. Especially, since we consider the
undetected vulnerability exploitation in the system, if we consider the each step of
exploitation, it enhances the security and availability of our system.

Table 2. DNS Vulnerability Analysis Examples

CVEID | Name Consequence VX Service | Ver.
At000006
. AND 4.9
CVE- ﬁsgfrinc}ﬁnﬁlﬁiﬁer At000007 493
2001 | e . | GainRootAccess | AND BIND | 495
0011 o Ato00146 4.9.6
Y AND 497
At000205

Ato00006 Doesn’t Check Parameter Condition

Ato00007 Stack’s return address can be altered
At000146 Stack can be overflowed by malicious input
At000205 named’s nslookupComplain function call using long input

CVEID | Name Consequence VX Service | Ver.
9.0
CVE- At000206 9.1
2002- gfsli;gfngrljsiﬁfte Denial of Service | AND BIND g' } : ;
0400 y At000207 013
9.2

At000206 There is no exception handle for unexpected malicious input
At000207 Send rdataset parameter as not NULL value to named

DNS Vulnerability and Monitoring Factor Extraction

In this section, we analyze the DNS vulnerability for our aim to extract the monitoring
factor for the intrusion tolerant system. The analysis method that is shown in previous
section is applied in the analysis process. As DNS system is used to translate the do-
main name to ip address and vice versa, if it is crashed by an intrusion, there are big
problem in network usage of internet users. So, DNS system is categorized as essen-
tial ones of which availability and integrity should be guaranteed.

To guarantee the availability and integrity of DNS service, we analyze the vulner-
ability and extract the monitoring factor for the ITS system. Of course, there are some
other mechanism to enhance the availability and integrity such as load balancing,
group management and voting mechanism. But, in this work, we focus on extraction
of monitoring factors that are used by monitoring modules located behind the intru-
sion prevention and detection system. In this situation, we should see the phenomena
(or consequence) that is presented, when the vulnerabilities are exploited, as shown in
Fig. 2. Also, based on the monitored phenomena, the monitor should infer the causes
of phenomena such as vulnerability and attack. Since we define the countermeasure
for each phenomena and vulnerability, if the abnormal phenomena are monitored, the
defined countermeasure is conducted.
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In our analysis, we categorized the vulnerabilities based on the several standards
such as attack target, aim, and vulnerability type for DNS and DHCP system. Our
analysis target vulnerabilities are from the ICAT meta-base which provides meta-data
based search engine. In the case of DNS system, we analyze the 81 vulnerabilities. As
shown in Table 3, we categorized the 10 types of vulnerabilities based on their moni-
toring target.

Deployment of Vulnerability Analysis Result

Fig. 3 shows our system deployment. SITIS is a kind of middleware to support the
ITS facility such as redundant member management using voting mechanism, reliable
multicast protocol and recovery scheme adequate to situation. The analysis method
suggested in this paper is for Member Monitor’s knowledge in SITIS. Our monitoring
module contains rules and facts based on the analysis in previous section. Analysis
result of vulnerabilities contains the monitoring factors based on its own atomic vul-
nerabilities. Since we make use of the atomic vulnerability in our monitoring module,
we can monitor more microscopic level than other detection schemes.

4 Simulation Modeling and Execution

Our analysis result is inserted into the VDBFS (Vulnerability DataBase For Simula-
tor) that is used to simulate the vulnerabilities assessment in the network. The simula-
tion system is constructed using MODSIM III and Oracle Database. The simulator has
host model that has dynamics based on the vulnerability information analyzed by our
approach. So, when we execute the simulation model we can see the status of the
systems, attack path, and exploited vulnerabilities in each path.
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Table 3. 10 DNS Vulnerability Categories and Monitoring Factors

Attack| Conse-
Target| quence

No. Vulnerability Monitoring Factor

Number of Connection Request, Memory and

1 [Resource Starvation CPU Usage, Resource status in device of DNS g(l)\ilst’er DoS
access paths
Inspect the log information whether there are .
2 Bypass  the — Access evidences of DNS control without Identifica- IDNS Gz.ur}
Control Path . L PPrivilege
tion and Authentication
IAbsence of inappropri-See the packet payload if it is appropriate to the
3 ate packet handling IDNS service request regularly Request the DNS  DoS
capability in DNS service and see the current service providing
System status
Vulnerability in . .
4 IDNSSEC-Key Gen- Che.ck the Vulnerability of DNSSEC Key Gen- DNS Ga}n?
. eration Protocol Privilege
eration Protocol
/Access Control By- . L . .
5 ing by Diseuisin Monitor the client’s DNS service requests which Client DoS,
passmig by LVISEUISINE i e indifferent with DNS service " Gain Info.

IDNS Traffic

[f there are abnormal responses from DNS
Server to Client, find the relation between the
response and status of client. Based on the Client DoS

DoS of Client’s appli-
cation caused by

inappropriate DNS above process, construct the rules to prevent
response R
such situation.
If there are abnormal responses from DNS
Buffer overflow of . . .
. L. Server to Client, find the relation between the .
Client application by . . Gain
7 response and status of client. Based on the Client | . .
abnormal DNS res- PPrivilege
above process, construct the rules to prevent
ponse e
such situation.
Traffic amplifying See the DNS traffic whether there are repeated .
8 | . . . . Client [DoS
using DNS traffic service request from same client host
See the existence of vulnerability to bypass the
Malicious Updates of laccess control qf DNS r'ecord update Gain
9 DNS Records Inspect the log information whether there are NS Privilege
) evidences of DNS control without Identification &
and Authentication
Configuration Error of See the service status using remote service
10 [Security System for & IDNS DoS

request test

IDNS Protection

Our simulation environment consists of experimental frame and network model.
Experimental frame is used to set testing environment and feed testing input to the
network model and get back response from the model. Fig. 4 shows execution exam-
ple of our simulation system. Our analysis results are in the VDBFS (Vulnerability
DataBase For Simulator) and it is extracted during simulation execution. If there is
the exploitation of vulnerability, attack path is created as shown in Fig. 4. The simula-
tor can show the vulnerability in a microscopic level named atomic vulnerability.
Fig. 5. shows atomic vulnerabilities that are displayed when we select a composed
vulnerability.

Actually our vulnerability analysis approach based on the atomic vulnerability
concept is for this simulation system. Since atomic vulnerability can be used to repre-
sent states of each system, it is well suited in our simulation system. This atomic vul-
nerability characteristic is well explained in [6][7].
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Fig. 4. Modeling and Simulation using MODSIM III — An execution result

5 Conclusion

In this work, we make use of atomic vulnerability concept to extract the monitoring
factor of DNS intrusion tolerant system. When we make use of the atomic vulnerabil-
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Fig. 5. Atomic Vulnerabilities of a Selected Compound Vulnerability

ity concept, we can get more microscopic monitoring factor for DNS intrusion toler-
ant system. We also categorized the DNS vulnerability types and shows some analysis
sample for DNS related vulnerability. At last, we show our modeling and simulation
environment to present the meaning of our analysis.

As a future work, we should construct DNS intrusion tolerant system based on our
analysis result. Also, our analysis result should be used for intrusion tolerant system’s
essential knowledge for monitoring of system’s abnormal status. Also, when we com-
pile more vulnerability analysis results that are represented based on atomic vulner-
abilities, we can get more specific and unduplicated monitoring scheme for DNS
intrusion tolerance system.
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Abstract. Reflector attack belongs to one of the most serious types
of Distributed Denial-of-Service (DDoS) attacks, which can hardly be
traced by traceback techniques, since the marked information written by
any routers between the attacker and the reflectors will be lost in the
replied packets from the reflectors. In response to such attacks, advanced
IP traceback technology must be suggested. This study proposed a NS-2
based traceback system for simulating iTrace technique that identifies
DDosS traffics with multi-hop iTrace mechanism based on TTL informa-
tion at reflector for malicious reflector source trace. According to the
result of simulation, the proposed technique reduced network load and
improved filter /traceback performance on distributed reflector attacks?.

Keywords: NS-2, Reflector Attack, DDoS, IP Traceback, Simulation.

1 Introduction

In a distributed denial-of-service (DDOS) attack, the attacker compromises a
number of slaves and installs flooding servers on them, later contacting the set
of servers to combine their transmission power in an orchestrated flooding attack
[1,2]. The dilution of locality in the flooding stream makes it more difficult for the
victim to isolate the attack traffic in order to block it, and also undermines the
potential effectiveness of common traceback techniques for locating the source of
streams of packets with spoofed source addresses [3,4].

In reflector attack, one host (master) sends control messages to the previously
compromised slaves, instructing them to target a given victim. The slaves then
generate high volume streams of traffic toward the victim, but with fake or
randomized source addresses, so that the victim cannot locate the slaves [5,6].
The problem of tracing back such streams of spoofed packets has recently received
considerable attention.

With considerably higher probability the router marks the packets with
highly compressed information that the victim can decode in order to detect

! This work is supported by University IT Research Center (ITRC) Project from
Korea.

T.G. Kim (Ed.): AIS 2004, LNAT 3397, pp. 90-99, 2005.
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the edges (pairs of packet-marking routers) traversed by the packets, again en-
abling recovery of the path back to the slave. This scheme can trace back po-
tentially lower-volume flows than required for traceback using iTrace (ICMP
Traceback) [7].

The use of hundreds or thousands of slaves can both greatly complicate
traceback (due to the difficulty of disentangling partial traceback information
relating to different sources, and/or having to contact thousands of routers)
and greatly hinder taking action once traceback succeeds (because it requires
installing hundreds of filters and/or contacting hundreds of administrators) [4].

Attackers can do considerably better still by structuring their attack traffic to
use reflectors. A reflector is any IP host that will return a packet if sent a packet.
So, for example, all Web servers, DNS servers, and routers are reflectors, since
they will return SYN ACKSs or RSTs in response to SYN or other TCP packets.
Thus currently available technologies do not provide active functions to cope
with reflector attack such as tracing and confirming the source of DoS hacking
attacks. Thus it is necessary to develop a technology to cope actively with such
DDoS reflector attacks. Even if the trace-route technique is applied to identify
the source address, the technique cannot identify and trace the actual address
because the address included in reflector based DDoS (Distributed Denial of
Service) is spoofed [5].

When a DDoS attack has happened, methods like ingress filtering filter and
drop malicious packets at routers on the network, so they are passive to DDoS
attacks. In traceback methods such as [9,10], routers generate information on
the traceback path while transmitting packets are sent by reflector attack on
slaves, and insert traceback information into the packets or deliver it to the IP
address of the target of the packets.

On existing Reverse iTrace [8], common routers send ICMP messages to the
source of the just-processed packet rather than its destination (unlike iTrace).
Routers on the path between slave and the reflector will send ICMP messages
to Victim to enable trace back to the slaves. But, in this study we propose
a new reflector traceback scheme which combine Pushback module on reflector
traceback. This study proposes a technique to simulate traceback the source IP of
spoofed DDoS packets using NS-2 [11] by combining the existing method, which
provide a control function against DDoS reflector attacks [12], with a traceback
function. Therefore, a router performs the functions of identifying/controlling
traffic, and when a DDoS attack happens it sends packet to its previous hop
router by marking router’s information on the header with advanced ICMP
traceback mechanism.

2 NS-2 for DDoS Simulation

2.1 Introduction to Network Simulation: NS-2

The NS-2 simulator [11] is a discrete event simulator widely used in the net-
working research community. It was developed at the University of California at
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Berkeley and extended at Carnegie Mellon University to simulate wireless net-
works. These extensions provide a detailed model of the physical and link layer
behavior of a wire/wireless network and allow arbitrary movement of nodes
within the network. NS-2 Simulator is usually a software package that simulates
a real system scenario. Through the simulation we can test how a device or a
system will perform in terms of timing and result. In addition to that it can be
used to explore new policies, operating procedure without interrupting the sys-
tem in real time. Network simulation allows us to check the system compressing
the time, or expanding it.

Network simulation is very important because the network designer can test
a complex network and make the right decisions about the designing in order
the network will not face any problems in the future. New network devices can
be added and testing without disturbing the existing network. Also during the
simulation the designer can test how he can improve the network bandwidth
or the current data speed. Finally network simulation can be used for tutorial
so a network engineer can solve problems with real devices. NS-2 has high per-
formance and it is very easy to use because of the combination of the above
languages. NS architecture follows the OSI model.

Node in a network is a point that connects other points, either a distribution
point or an end point for data transmissions. A node can sent or receive data. All
kind of nodes in ns-2 are separated in two types of nodes. A unicast node that
sends packets to only one node and a multicast node that sends packets to more
than one node. Attack traffic source node is a node that sends malicious data
(spoofed data) to other nodes. Traffic agents such as TCP or UDP are assigned
on those nodes.

The receiving node is called sink node. A sink node can be an end node of
the network. It can receive from different type of traffic source node. In case of
a sink receives data form a TCP traffic node is defined as Agent/TCP Sink and
as Agent/Null if it is received from a UDP traffic node. Two types of agent can
be assigned on the same node.

2.2 DDoS Simulation Modeling Architecture with NS-2

We motivate our discussion with an example of a DDoS network illustrated. The
main goal of our work is to recreate such network in a simulation environment
where the behavior of the network can be analyzed. In our simulation environ-
ment, a typical network scenario will consist of three types of nodes as Fig. 1.:
1) traceback nodes that monitor their immediate environment, 2) target nodes
that generate the various traceback stimuli that are received by multiple nodes
over different channels. 3) user nodes that represent clients and administrators
of the network.

Shown in Fig. 1, three type of node models make up the key building blocks
of our simulation environment. The traceback nodes are the key active elements,
and form our focus in this section. In our model, each traceback node is equipped
with one network protocol stack and one or more traceback stacks. The role of
the traceback protocol stacks is to detect and process traceback stimuli on the
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Fig. 1. Simulation Architecture on NS-2.

network channel and forward them to the application layer which will process
them and eventually transmit them to a user node in the form of DDoS reports.
In addition to the protocol and traceback stacks that constitute the algorithmic
components, each node is also equipped with a ICMP information corresponding
to the packet transmission path components.

We used gTraceBack module for simulate DDoS packet in NS-2. DDoS can
be implemented with an UDP flow through bottle-neck traffic. The default is
to use an UDP connecton woth a CBR traffic. By default the functions uses an
UDP Agent with a CBR traffic.

We use a class named offender which give some base for people who want to
develop their own offender classes. We derivate this class first in a class named
offender proto which contain the protocol used by the offender (DDoS attacker).
And then an offender app class which derivated from the offender proto. It con-
tains the application source and destination of the offender.

There is one function remaining to create attackers against victims. We can
use one or more targer (victim) and one more attackers. The default is to use
an UDP connection with a CBR Traffic. In this case we have made a special
function to set the rate of the offender with some arguments.

$ns multi-create-agent-offender. targets < nodes — 1 >< pktClass 0 ><
array srcsrc >< array dstdst >: This function return an offender app list
with all the needed parameters to work.

— targets: is a list of target. A target is a node that we must created before
(a simple node is sufficient with the command set n(0) [ns node] for example).
— node: if we give a lost of (or one) node, they will be used to attach the
attackers on it/them. If we give as nodes as targets then this will make a one
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against one topology. If we don’t give any nodes, then they are created for
convenience. But be careful, in this case we must link them with its topology.
— pktClass: if we give a list (or one value), then the flow ID will be what we
give.
— array src and array dst: these are the name of an array which contains a list
of argument as follow.
e name of the protocol (UDP — default for the sender), Null (default for
the receiver), TCP/Sackl, TCPSink/Sackl,...).
e name of the application (under the app hierarchy) (Traffic/ CBR — default
for the sender), FTP,...).
e a list of arguments to pass to the application constructor.
e the name of an already initialized procedure to pass to the agent (Fig. 2).
e a list with the arguments to pass when the function calls the initizlized
procedure.

Fig. 2. Traceback Agent with TCP Connections.

Based on these simulation architecture, we can generate DDoS simulation net-
work and evaluate the overall traffics by randomly selected network node as
Fig. 1. This architecture can also be applied into reflector based DDoS attack
model for simulating proposed mechanism as Fig. 3.

s e et e ndren i W el e o)
e et el e !

Fig. 3. DDoS Attack Simulation on NS-2.
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3 Reflector Based DDoS Attacks

3.1 Reflector Attack Mechanism

Using these library in NS-2 simulator, we can construct a simulated reflector
based DDoS attack system. At first, we consider reflector based attack mecha-
nism.

Reflector Attack: The attacker first locates a very large number of reflectors.
They then orchestrate their slaves to send to the reflectors spoofed traffic
purportedly coming from the victim, V. The reflectors will in turn generate
traffic from themselves to V. The net result is that the flood at V arrives
not from a few hundred or thousand sources, but from a million sources, an
exceedingly diffuse flood likely clogging every single path to V' from the rest
of the Internet.

The operator of a reflector cannot easily locate the slave that is pumping the
reflector, because the traffic sent to the reflector does not have the slave’s source
address, but rather the source address of the victim.

In principle the we can use traceback techniques such as those discussed
above in order to locate the slaves. However, note that the individual reflectors
send at a much lower rate than the slaves would if they were flooding V' directly.
Each slave can scatter its reflector triggers across all or a large subset of the
reflectors, with the result being that if there are IV, reflectors, Ny slaves, and a
flooding rate F' coming out of each slave, then each reflector generates a flooding
rate as follows.

F (1)

So a local mechanism that attempts to automatically detect that a site has a
flooding source within it could fail if the mechanism is based on traffic volume.

In addition, common traceback techniques such as iTrace [7] and PPM (prob-
abilistic packet marking) [9] will fail to locate any particular slave sending to a
given reflector. If there are NNV, reflectors, then it will take IV, times longer to
observe the same amount of traffic at the reflector from a particular slave as it
would if the slave sent to the victim directly. Against a low-volume traceback
mechanism like SPIE, the attacker should instead confine each slave to a small
set of reflectors, so that the use of traceback by the operator of a single reflector
does not reveal the location of multiple slaves.

3.2 Reflector Defense Methods

There are a number of possible defenses against reflector attacks. But, in prin-
ciple DDoS prevention could be possible to deploy traceback mechanisms that
incorporate the reflector end-host software itself in the traceback scheme, allow-
ing traceback through the reflector back to the slave.

Packet classification mechanism requires widespread deployment of filtering,
on a scale nearly comparable with that required for widespread deployment



96 Hyung-Woo Lee, Taekyoung Kwon, and Hyung-Jong Kim

of anti-spoof filtering, and of a more complicated nature. Common traceback
mechanism has enormous deployment difficulties, requiring incorporation into
a large number of different applications developed and maintained by a large
number of different software vendors, and requiring upgrading of a very large
number of end systems, many of which lack any direct incentive to do so.

In addition, traceback may not help with traceback in practice if the trace-
back scheme cannot cope with a million separate Internet paths to trace back
to a smaller number of sources. So we need an advanced new mechanism against
reflector-based DDoS attack by using combined technique both packet classifica-
tion and advanced traceback mechanism.

4 Advanced Traceback Against Reflector Attacks

4.1 IP Traceback Against Reflector Attack

In this study, we propose a new iTrace mechanism against reflector attacks by
using modified pushback [13] module as follow Fig. 4, which shows overall struc-
ture of proposed scheme.

Let’s say A, is the IP address of R,, P, is IP packet arrived at R,, and
M, is 24 bits on the header of P, in which marking information can be stored.
In packet P, M, is composed of 8-bit TOS (type of service) field, and 16-bit
ID field. The use of TOS field does not affect the entire network. This study
defines the unused 2 bits out of TOS field as TM (traceback marking flag) and
CF (congestion flag). In TOS field, the first 3 bits are priority bits, and next
three bits are minimum delay, maximum performance and reliability fields but
not used currently.

TTL (time to live) in all packets is an 8-bit field, which is set at 255 in
ordinary packets. The value of TTL field is decreased by 1 at each router until
the packet reaches the target. Specifically because the maximum network hop
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Fig. 4. Pushback based iTraceback Against Reflector Attack.



NS-2 Based IP Traceback Simulation Against Reflector Based DDoS Attack 97

count is 32 in general, the distance of packet transmission can be calculated
only with the lower 6 bits out of the 8 bits of TTL field in packet P, arrived at
router R,.

Step 1: The router extracts information of the lower 6 bits from the TTL field
of packet P,, names it T, = TT Lof P, A00111111 and stores it in TOS 6-bit
field PTT of the packet.

T, value indicates the distance of the packet from the attack system. When
informed of the occurrence of abnormal traffic, router R, performs marking for
packet P, corresponding to congestion signature classified by decision module.

Step 2: After the router received a packet, it resets TM field in TOS field as
1. Then it calculates T}, for 8-bit TTL field of packet P, and stores it in the
6 bits of TOS field. Then the router calculates 8-bit hash value for A, the
address of router R, and T, calculated earlier using hash function H(-), and
marks the value on PM¥1 the first 8 bits of ID field. The marked packet is
delivered to R,, the next router on the routing path to the target address.

Step 3: Now when router R, checks PIM the value of TM field in the packet
and finds it is 1, the router applies the hash function to the value obtained
by subtracting 1 from PI™ which is corresponding to the 6 bits of TOS
field in the packet, and router IP address A, and marks the resulting value
on PMFY = H(T,|A,), P2 = H(PI'F —1]|A,).

After marking, the router set CF at 1 and sends the packet to the next router.
The next router, finding TM and CF are set at 1, does not perform marking
because the packet has been marked by the previous router.

4.2 Generate ICMP Traceback Message Against Reflector Attack

We generate the suspicious packet into ICMP packet and send it by iTrace
module to the victim host. In an IP header excluding the option and the padding,
the length of the unchanging part to the bit just prior to the option is 128 bits
excluding HLEN, TTL and checksum. The 128 bits in a packet can be used to
represent unique characteristics, so a router can use them in generating a ICMP
traceback message for the packet.

Step 4: The 128 bit M, information can be divided into four 32-bit blocks as
follows. M, = Hy1|Hya|Hys|Hya. 32-bit H,, can be obtained from the four
32-bit sub-blocks. H, = Hy1 ® Hyo @ Hyz ® Hyy

Now the router is aware of A, IP address of its forward router R, and A,
the IP address of its backward router R, in relation to its own address A,
on the path through which a packet is transmitted. Then the router calculates
A = A, @ Ay ® A, ® N, by generating 32-bit information of an arbitrary
random number N,.

Step 5: The the router generates H,' through the following process using A,
which is calculated for the IP addresses of the router, of the upper router to
which the packet has been sent, and of the next router to which the packet
is to be sent. H,' = H, & A,’
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H,'is generated by XOR operation on information unique to the IP packet in ad-
dition to the 32-bit IP address of the router and information related to the path.
Specifically, H,' is bit-interleaved with N, and produces 64-bit information. It
is included in 64-bit information in an ICMP traceback packet and sent to the
target IP address. Of course, transmitted ICMP message I, is not delivered to
the source IP address but to the target IP address.

Step 6: From ICMP message I, and packet P, arrived at the target IP address,
the victim system identifies path information. First it obtains H,  and N,
for 64-bit information included in the ICMP message.

Here, we can calculate H,' is H, ® A, ® A, ® A, & N,, H,' & N,, therefore,
we can get H, ® A, ® A, ® A.. Now it is possible to obtain H, by generating
M,', which is information corresponding to 128 bits in packet P,. Finally the
victim system can obtain A, the 32-bit IP address of the router as well as the
addresses of the routers before and after that through H,' ® N, ® M, operation.
A ®Ayd A, =H, ®N, &M, .

4.3 Reflector DDoS Traceback Simulation on NS-2

In order to evaluate the functionality of the proposed method, we simulated
its traceback procedure using NS-2 in Linux as shown Fig. 5. In the method
proposed, a classification technique is adopted in classifying and control DDoS
traffic and as a result the number of marked packets has decreased. We can con-
trol the DDoS traffic by issuing traceback message to upper router and marking
router’s own address in IP packet. The method proposed in this study runs in
a way similar to existing iTrace/PPM mechanism, so its management load is
low. Furthermore, because it applies identification/control functions to packets
at routers it reduces load on the entire network when hacking such as DDoS
attacks occurs. The method proposed in this study uses an packet marking with
iTrace for providing reflector traceback and control/filter function and marks
path information using the value of TTL field, which reduces the number of
packets necessary for restructuring a traceback path to the victim system.

Srame Ao ram L)
T o vy | remtnan 1
A

L AL

R EAEE]

{5 e
LI 'ﬂ\H |II il |J_|.LI |II Ll I| LILL L I|I {1 [ [T |III III|
PP S T T T —y T}

Fig. 5. Reflector based DDoS Traceback Simulation on NS-2.
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5 Conclusions

The dilution of locality in the DDoS flooding reflector stream makes it more
difficult for the victim to isolate the attack traffic in order to block it. When a
DDoS attack has happened, methods like ingress filtering filter and drop mali-
cious packets at routers on the network, so they are passive to DDoS attacks.
In traceback methods, routers generate information on the traceback path while
transmitting packets are sent by reflector attack on slaves, and insert traceback
information into the packets or deliver it to the IP address of the target of
the packets. Thus this study proposes a technique to trace back the source 1P
of spoofed DDoS packets by combining the existing both pushback and iTrace
method, which provide a control function against DDoS reflector attacks, with
a traceback function.
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Abstract. Using human action, playing a computer game can be more
intuitive and interesting. In this paper, we present a game system that
can be operated using a human action. For recognizing the human ac-
tions, the proposed system uses a Hidden Markov Model (HMM). To
assess the validity of the proposed system we applied to a real game,
Quake II. The experimental results verify the feasibility and validity of
this game system.This system is currently capable of recognizing 13 ges-
tures, corresponding to 20 keyboard and mouse commands for Quake II
game.

Keywords: Gesture Recognition, Game System, HMM (hidden Markov
model).

1 Introduction

Human actions can express emotion or information, either instead of speaking
or while human is speaking. The use of human actions for computer-human
interaction can help people to communicate with computer in more intuitive way.
Recently, almost of a popular computer game involves the human player directly
controlling a character. If the game players operate game through human actions,
they should be more intuitive and interesting during playing such computer
game [1-3].

This paper presents a new game system using human actions. Human actions
have many variations, such variations occur even if the same person performs the
same gesture twice. Thus we use a hidden Markov model (HMM) for recognizing
user gestures. A HMM has a rich mathematical structure and serves as the
theoretical basis for a wide range of applications. HMM based recognizer has
been proposed by many researchers and become quite common for game systems
(e.g. [4-6]).

The rest of the paper is organized as follows. We explain a proposed game
system in Section 2 and describe an each module of the system more detail in
subsection of Section 2: a feature extraction, a pose classification and recogni-
tion of human action. The experimental results and performance evaluation are
presented in Section 3. Finally, Section 4 summarizes the paper.

T.G. Kim (Ed.): AIS 2004, LNAT 3397, pp. 100-108, 2005.
© Springer-Verlag Berlin Heidelberg 2005
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2 The Proposed Game System Using Human Actions

The proposed game system is Quake II game controlled by human actions.
Quake II game is one of action game, which involve the human player controlling
a character in a virtual environment.

Our game system can be controlled Quake II game with 13 human actions.
The 13 actions are frequently used command in Quake II: walk forward, back
pedal, attack, turn left, turn right, look up, look down, step left, step right, center
view, up/jump, down/crouch and run. So we represent those commands using
gestures, which are described in Fig. 1.

Quake Command I Gesture | Quake Command I Gesture | Quake Command I Gesture

Walk Forward (WF) M Back Pedal (BP) Attack (A Y
Shake a right hand in rt\‘:‘vt\' Shake a left hand /\,L\}f Strletch out {,1 ‘J:
forward direction. il éz ina bgckward R \r_/ fdﬂgh[ hand '|"l'
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)
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alternately. ‘nil
\] z‘

Fig. 1. Thirteen types of gestures used in Quake II.

The proposed system consists of an input device, a processing unit, and an
output device, and the overall configuration is shown in Fig. 2. A video camera,
which is located above the user at an angle of sixty-two degrees, captures gestures
of a user in real-time. The input image sequences are sent to a processing unit
that is core of the proposed game system. The processing unit recognizes human
actions from the sequences. This processing unit is performed by four steps: a
feature extractor, a pose classifier, a gesture recognizer, and a game controller.
Firstly, a feature extractor extracts a feature that is represented by positions of
user head and hands. Subsequently, a pose classifier classifies a pose using symbol
table and a gesture recognizer recognizes human actions from the classified pose
symbol sequence. Finally, a game controller translates that sequence into the
game commands. The result of experiments shows that the proposed system is
suitable for application of real game. The game situations that are operated by
user gestures are appeared in a big screen again through a projector.
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Fig. 2. Computer game setup using the gesture recognition method.

2.1 Feature Extraction

To extract the positions of head and hands as features from image sequence,
feature extraction in the proposed method is performed by three steps: skin color
detection, noise filtering, and position detection. Skin color detection identifies
body parts using skin color model, where the color distribution of human skin
is clustered within a small area of chromatic color space and then it can be
approximated using a 2D-Gaussian distribution [7]. Therefore, the skin color
model can be approximated by a 2D-Gaussian model, N(m, 22), where the
mean and variance are as follows:

1 1
m = (r,g), wherer:NZri andg:NZgi, (1)

i=1 =1

Z: [am« O'rg:|' 2)

Ogr Ogg
Then, noise filtering eliminates noise and fills out any holes in the image.
Finally, position detection identifies the position of the head and hands by la-
beling a region, making a box based on the labeled region, and discriminating
body parts using heuristic rules. Fig. 3. shows an example of feature extraction.
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Fig. 3. Results of feature extraction step: (a) Original image. (b) Extracted head and
hands regions. (c¢) Result image of noise filtering and position detection.

2.2 Pose Classification

In this stage, a pose is classified the extracted body parts into a symbol in a
symbol table according to pose classification. Here, we assumed that each gesture
consists of start pose, intermediate poses between a start pose and a distinctive
pose, a distinctive pose and end pose.

Fig. 4 shows the symbol table used in our system that includes 23 poses
such as a start (end pose), distinctive poses, and intermediate poses. A symbol
is approximated for an input feature using the predefined symbols in the symbol
table. An input feature is classified to a symbol that has a smallest norm between
input feature and the predefined symbol table.

Fig. 5 shows an example of pose classification.

2.3 Gesture Recognition

Since gestures are presented in 3D spatio-temporal space in the real world, many
variations occur although the same person performs the same gesture twice.
Thus, the recognition model needs to be robust to such variations in time and
shape [8]. An HMM has a rich mathematical structure and serves as the the-
oretical basis for a wide range of applications. It can model spatio-temporal
information in a natural way, and includes elegant and efficient algorithms for
learning and recognition, such as the Baum-Welch algorithm and Viterbi search
algorithm [9)].

Therefore, we use a HMM for recognize gestures. Every time a symbol is
given, a gesture recognizer determines whether the user is performing one of the
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Fig. 4. A symbol table: it includes 23 poses such as a start (end pose), distinctive and
intermediate poses.
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Fig. 5. Results of pose classification step: (a) Original image. (b) Result of Feature
Extraction. (¢) An approximated Symbol.

thirteen gestures predefined above, or not. If he or she is, the gesture recognizer
returns the gesture that the user is performing.

For many applications, especially in speech recognition, left-right model has
been widely used. So we create a discrete HMM for each gesture. Fig. 6 shows
an example of the structure used for the HMMSs. For each of the 13 gestures, a
5-state HMM was trained separately using the Baum-Welch algorithm.

To determine the probability of an observed sequence given an HMM when
the parameters (A, B, ) are known, a forward algorithm is used to calculate the
probability of a T' long observation sequence,

Y(K) :{YKU"' 7YK7‘}7 (3)

where each belongs to the observable set. Intermediate probabilities (o) are
calculated recursively by initial . Then the initial « for each state is calculated
using the following equation.

a1 (j) =7 (4) - bj, (4)
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Intermediate
State

Fig.6. An HMM model: (a) the gesture for the command ATTACK, (b) a left-right
HMM.

Then, for each time step (¢t = 2,3,---,T), the partial probability « is calcu-
lated as follows:

at+1 Z at a’lj jk; (5)

That is, the partial probability is obtained as the product of the appropri-
ate observation probability and the sum of all possible routes to that state, by
exploiting recursion based on knowledge of these values for the previous time
step.

Finally, the sum of all partial probabilities gives the probability of the obser-
vation, given the HMM, A.

Y =3 "ar (). (6)
j=1

Eventually the model with the highest probability is selected as the objec-
tive one.

3 Experimental Results

To show the impressive effect of our gesture based game system using HMM in
game entertainment, we combine it with an interactive game, Quake II. This
game system is developed in PC platform, the operating system is Windows XP,
CPU is Pentium IV-2.0 GHz, and memory size is 512M. The gesture based game
system is demonstrated Fig. 7.



106 Hye Sun Park et al.

Frama 11

Turn Lett Gesture

Fig. 7. Environment of the proposed game system.

Table 1 shows the mean and covariance matrix of the skin color model ob-
tained from 200 sample images. Since the model only has six parameters, it is
easy to estimate and adapt to different people and lighting conditions.

Table 2 shows the performance of the proposed HMM in recognizing 13 com-
mands. The result shows recognition rate of about 90.87% for the thirteen ges-
tures.

Table 1. Actual 2D-Gaussian parameters.

Parameters Values Parameters  Values
Lo 117.58%8 Pa,yTg0r -10.085
g 79.064 Pa,yOr0g -10.085
o7 24.132 op 8.748

Table 2. A gesture recognition results.

Gesture Types Recognition Rates
Attack (A) 94.25%
Walk Forward (WF) 88.75%
Back Pedal (BP) 90.00%
Turn Left (TL) 91.85%
Turn Right (TR) 91.88%
Run (R) 80.62%
Step Left (SL) 96.12%
Step Right (SR) 96.25%
Look Up (LU) 86.75%
Look Down (LD) 76.25%
Center View (CV) 96.25%
Up-Jump (UJ) 96.15%

Down-Crounch (DC) 96.25%
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HMM model included Parameterfor thirteen Gestures
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Fig. 8. HMM of each 13 gestures: the arrows represent a;;, circles are state, b;;'s results
are represented symbol x, which is located under each circles and also is showed that
probability values under that.

Each gesture was recognized by the HMM. Fig. 8 shows the parameter results
for the HMM and HMM models. 7 is the initial state distribution, a;; is the state
transition probability matrix and b;; is the output probability matrix.

Consequently, our experimentation shows that the proposed HMM have a
great potential to a variety of multimedia application as well as computer games.

4 Conclusions

We developed a game system using human action that can provide a more con-
venient and intuitive user interface. For recognition of human action, we use a
HMM. Experimental results show reliability of about 90.87% with false recog-
nition of 9.13% and the proposed system is applicable for real game system as
generalized user interface.
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Abstract. IPsec has now become a standard information security technology
throughout the Internet society. It provides a well-defined architecture that takes
into account confidentiality, authentication, integrity, secure key exchange and
protection mechanism against replay attack also. For the connectionless security
services on packet basis, IETF IPsec Working Group has standardized two ex-
tension headers (AH&ESP), key exchange and authentication protocols. It is
also working on lightweight key exchange protocol and MIB’s for security
management. [Psec technology has been implemented on various platforms in
IPv4 and IPv6, gradually replacing old application-specific security mecha-
nisms. In this paper, we propose the design and implementation of controlled
Internet security system, which is IPsec-based Internet information security sys-
tem in IPv4/IPv6 network and also we show the data of performance measure-
ment. The controlled Internet security system provides consistent security pol-
icy and integrated security management on IPsec-based Internet security
system.

1 Introduction

The popularity of Internet has given rise to the development of security solution to
protect IP datagrams. The traditional approaching methodology of offering informa-
tion security service in the network is finding the independent solution that do not
influence the application program on the upper layer of the protocol stack. To add to
this, from the view of the network protocol designers, it is also most effective to offer
the security service from the network layer.

So, in November 1992, the members of IETF started to design the IP layer security
protocol, which is suitable for the large scaled Internet environment. As a result of
this, swIPe was born and its design concept was proven that the security service from
the IP layer is possible [1]. After this, IETF IPsec WG has started to write the specifi-
cation of the IP layer security. During the 34™ IETF Meeting (December 1995), the
interoperability test of IPsec system was performed for the first time. The system,
which is based on only the IPsec documents, implemented by the Internet device
manufactures and researchers independently. After this, IPsec security architecture,
transform algorithms, AH (Authentication Header), ESP (Encapsulation Security
Payload), IKE (Internet Key Exchange) were confirmed as a RFC [2,3,4,5,6,7,8]. Up
to date, new RFCs and drafts related to IPsec are made. The IPv6 WG adopted IPsec,
and it becomes mandatory requirement of the next generation Internet and optional
requirement of IPv4.

T.G. Kim (Ed.): AIS 2004, LNAI 3397, pp. 109-116, 2005.
© Springer-Verlag Berlin Heidelberg 2005
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IPsec provides a transparent information security services to the Internet users be-
cause it is offered by the IP layer and is needless to modify the application programs
of the upper layer. And the consistent security service is possible in the system be-
cause IPsec provides the same information security service to the application layer
and the transport layer. Also, IPsec has an open architecture, therefore it does not
depend on the specific algorithm or authentication mechanism and it easily can adopt
the existing technology or a new technology.

IPsec is implemented on various OS platform (i.e., Linux, FreeBSD and Win-
dows2000). And it is researching in open projects FreeS/Wan on based Linux and
KAME on based FreeBSD, but not completed [9,10]. IPsec is used broadly all net-
work system, especially in VPN (Virtual Private Network) equipment. IPsec is under-
stood to be the only Internet security protocol to solve scalability and compatibility in
VPN when adopt to the large scaled network. So in this paper, we propose the design
and implementation of controlled Internet security system in IPv4/IPv6, which is
IPsec based Internet information security service system and provides consistent secu-
rity policy and integrated security management. Also we will show the data of
performance measurement.

2 The Controlled Internet Security System
2.1 The Architecture of Our System

Controlled Internet security system is composed of secure host/gateway system con-
taining IPsec engine, Internet key exchange system and key management system,
security management system, security policy system and security evaluation system.
Figure 1 shows the architecture of our system.

Security
Policy Server

Policy NagpWhtion
Security Security Security

o5 Evaluation Server Policy Se: Management Server o
)

IPsec Engine IPsec Engine
(IPsec Transport/Tunnel) (IPsec Transport/Tunnel)

Secure Host/Gateway Secure Host/Gateway

Fig. 1. The Architecture of Controlled Internet Security System

2.1.1 IPsec Engine

IPsec provides a standard, robust and extensible mechanism in which to provide secu-
rity to IP and upper layer protocols (i.e., UDP or TCP). The method of protecting IP
datagrams or upper layer protocols is by using on of the IPsec protocols, AH and ESP.
AH offers integrity of IP packet and authentication of packet origin. ESP is used to
encrypt the upper layer information of packet payload.
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Two protocols are implemented in the IPsec engine. IPsec engine is divided into
two different functions as secure host and gateway. The two functions are similar in
some ways but have much difference in the system role and position. Secure host
function is ported generally on the user terminal with single network interface, how-
ever secure gateway function is ported on the system with multiple network interfaces
such as router, firewall and VPN server. Figure 2 shows the IPsec processing proce-
dure of IP packet.

Transport

[ Fragmentation |

Ethernet

Fig. 2. IPsec Processing Procedure

2.1.2 Internet Key Exchange (IKE)

IKE offers automated key negotiation, and it is a mixed type of protocols ISAKMP,
Oakley and SKEME. ISAKMP protocol provides two phases of processing and the
functions are the authentication and key exchange. Oakley provides definition of key
exchange mode and SKEME provides key sharing and re-keying mechanism. IKE is
designed to defense DoS (Denial of Service) and man-in-the-middle attack, and also
satisfy the PFS (Perfect Forward Security).

N Key mamagement
IKES IKMS

Koy managemert

—
B
IPolicy Client - .]vcy Client

* Certified Key Exchange
 IKE SA Negotiation

Bl T
[oue el TCP/UDP
Mode
g

TCP/UDP
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1P ‘
etvork Luye

Initiating System « Revised Publc Key Encryption Responding System
® Pre-shared Key

« Public Key Encryption

Fig. 3. SA Negitiation Procedure

To negotiate and create key, IKE processing is divided into two phases. In phase 1,
ISAKMP SA negotiation and key material creation are performed for protection of
ISAKMP messages. In phase 2, IPsec SA negotiation and key material creation are
performed for security services of IP packet. IKE has 4 exchange modes, which are
main, aggressive, quick and new group. The ISAKMP SA created from phase 1 and
IPsec SA created from phase 2 are stored in ISAKMP SADB and IPsec SADB, re-
spectively. Figure 3 shows the interaction of CA and IKE and SA negotiation between
IKEs.
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2.1.3 Internet Key Management (IKM)
IKM is the key management system, which manages the negotiated SAs and keys
from IKE. IKM stores, deletes and updates SA using pf_key protocol [11].

Also, when the lifetime of SA is expired and key information is compromised,
IKM requests IKE to renegotiate SA. Another function is to store and manage the
certificate from CA and to provide API of crypto-library. Figure 4 shows the func-

tions of IKM.

Authentication Key [ = .
Store ‘ SA/Key N SA/Key Generation
lew

SA/Key Store

S
SA/Key
Database

getsadb()

Normal Use of Key
Hﬂ Key Update

OldKey | Delete
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Fig. 4. The Functions of IKM
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2.1.4 Security Policy System (SPS)

Security policy system decides the appropriate security policy between two systems.
The security policy is the one of three mechanisms — apply IPsec, bypass IPsec and
discard.

Internet

Policy
Sgpver

Security

Security
Domain B

Domain A

Policy

gcliems

Communicating 17 (il Communicating,
Policy Client Policy Clients

Fig. 5. Policy Negotiation Procedure

If security policy is the apply IPsec, security policy system decides hash and en-
crypt algorithm, the size of the key, a term of validity and connection type of the do-
mains or the systems and also manages them [12]. The security policy is manually set
up by the security manager or set up automatically by the policy negotiation between
SPSs. Figure 5 shows the security policy negotiation procedure between policy serv-
ers in two different domains.

2.1.5 Security Management System (SMS)
SMS offers control mechanism to security manager. The functions of the SMS are
monitoring of security service status, collection of audit information and manual con-
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figuration of SA and SP. To monitor the system status, the definition of MIB (Man-
agement Information Base) is necessary. MIB is not standardized yet and IETF is
working on it. MIB at present are IPsec monitoring MIB, IKE monitoring MIB,
ISAKMP DOI-Independent MIB and IPsec DOI textural conventions MIB
[13,14,15,16]. Figure 6 shows security management mechanism of SMS.
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_ . Management
Conkmunication G
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‘ Security Service

Security Service
Performance Fault
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Security Service
Configuration

Network
Configuration

‘ SNMP Stack ‘ m

SNMP. SNMP -
Security ‘Agent ‘Agent Security
Internet Key Internet Key Internet Key Internet Key
Exchange Management Exchange Management

Secure Host Secure Host
S m— S m—

Fig. 6. Security Management Mechanism

2.1.6 Security Evaluation System(SES)
SES (Security Evaluation System) estimates the system safety and finds the threat

factor before the threat occurs.

— Secure Packet Analyzer — s
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N\ Processed
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Fig. 7. Security Evaluation Mechanism

The functions of SES are collecting network information using sniffer, searching
evaluation rule database (ERD) to evaluate specific system, analyzing the result and
reporting the result to security manager. ERD has evaluation method and attack tech-
nique of how to evaluate and attack the security of the system. Figure 7 show security
evaluation mechanism of SES.

2.2 The Procedure of Our System

Secure host/gateway is containing IPsec Engine, SAD, SPD and IKEB. IPsec Engine,
SAD and SPD operate in the kernel layer and IKEB operates in the application layer.
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Fig. 8. The Connectivity of Controlled Internet Security System

And security control system is composed of SPCB, ISMB and ISEB. Figure 8 shows
the connectivity of blocks in controlled Internet security system.

When secure host/gateway establishes secure connection between systems - hosts,
gateways and host and gateways, IPsec engine requests the appropriate policy to SPS.
When the appropriate security policy and security association are already exist, [Psec
engine must reference SPD and SAD on the procedure of outbound packet process
and inbound. Otherwise, SPS and peer SPS negotiate security policy by using SPP to
make a new policy between two end-to-end systems [17]. Then SPS invokes IKE and
IKE and peer IKE negotiate SA. SA has the information of key, hash function, en-
cryption algorithm and lifetime and is stored in SADB. The negotiated SA and key
are managed by the IKM. After procedure of negotiating and storing SPD and SAD,
IPsec engine can encrypt/decrypt the IP datagrams.

In outbound process, IPsec engine decides whether to apply IPsec or how to apply
it from SPD. Then IPsec engine must observe SAD including SA and encrypts the
sending IP packets using SAD. In inbound process, IPsec engine decrypts the re-
ceived IP packets using SAD, which is obtained in IKM. Also IPsec engine verifies if
the security service is correctly adopted from SPD.

The SMS monitors the system status in each step and reports the collected security
information to the security manager. Figure 9 shows the procedure of our system.

3 Performance

IPsec performance parameters of our interest include latency and throughput. We
measured latency using ping test. The measurement configuration consists of two
machines running over C-ISCAP software. Two machines were 1GHz Pentium
equipped with 100Mbps Ethernet card. We did the test for different packet size (512,
1024, 2048 and 4096 bytes of payload) and different IPsec transform(HMAC-MDS5,
3DES-MDS5) between each other. The results can be seen in Figure 10. The graph
shows that the cost of authenticating packets does not downgrade response time, but
that encryption (especially 3-DES) is major bottleneck.

In the second test, we transferred 20MB of Image data from Pentium PC to SUN
Enterprise 450 with 100Mbps Ethernet card. We used ttcp to measure throughput,
with TCP as the transport protocol. Figure 11 shows the results.
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4 Conclusions and Future Works

In this paper, we have mentioned about the architecture and implementation of con-
trolled Internet security system, Internet information security system based on IPsec.
IPsec is considered as a successful Internet standard protocol with IKE. We can see it
from the fact that in spite of VPN equipment manufactures have their own security
protocol, such as PPTP and L2TP, they adopt IPsec as a VPN security standard. How-
ever, to deploy IPsec and IKE, the supply of PKI(Public Key Infrastructure) must be
advanced. Also for the performance enhancement of IPsec engine of massive packet
processing in large-scaled network, hardware-based encryption algorithm is neces-
sary.

The future works must be focused on IPsec and IKE adaptation in remote and Mo-
bile IP environment, which are already discussed in IETF. So our study would be in
the direction of defining SAD and SPD extension fields related mobility and simplify-
ing heavy IKE.
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Abstract. The High Level Architecture (HLA) is a standard for enabling the in-
teroperability of simulation systems in a distributed computer environment. The
HLA has been established by the US/DMSO and it is aimed to promote the
communication among complex simulators. In this paper, we present a formal
representation of the modeling aspects of the HLA using the Discrete Flow Sys-
tem Specification (DFSS), a modeling formalism aimed to represent dynamic
structure systems. The HLA has introduced concepts not typically used in the
modeling and simulation field. A formal representation of the HLA permits its
description using standard constructs, making the HLA more easily intelligible
by a larger community of users. A formal description also permits to highlight
the current limitations of the HLA when compared with a more complete for-
mal framework like the DFSS formalism that supports a wider range of dy-
namic structure systems.

1 Introduction

The High Level Architecture (HLA) is a standard created by the US Defense Model-
ing and Simulation Office (DMSO) to permit the interoperability of simulators com-
municating through a computer network [5]. HLA main advantaged is to allow the
interoperability of simulators to create complex scenarios. A typical situation can
involve the use of several aircraft simulators to study platoon behavior. For achieving
interoperability, the HLA requires that simulators collaborate in a common protocol
for message exchanging. Although the HLA is a complex architecture using some
features not currently found in simulation environments, its comparison with other
tools has not been reported. This paper intends to bridge the gap between HLA and
current modeling formalisms. For achieving this goal we present a formal representa-
tion of the HLA using the Discrete Flow System Specification (DFSS) [2]. This for-
malism is used due to its abilities to describe the dynamic structure characteristics of
the HLA. The formal description of the HLA permits to highlight its key characteris-
tics and limitations. In this study, we give particular attention to the communication
protocols existing among HLA components, to the kind of modeling constructs pro-
vided and to the support offered to structural changes. The description of the HLA is
made at its two levels, namely at the federate level and at federation level, corre-
sponding to the DFSS atomic and dynamic structure network levels. This comparison
is not always straightforward. One of the reasons is that separated concepts in the
DFSS formalism can be merged into one single notion in the HLA. In particular,
DFSS precludes a separation between models and simulators for both atomic and
network models. On the contrary, the HLA uses the Run Time Infrastructure (RTI) as
a blender for these different aspects. Another limitation of the HLA is the lack of
support to peer-to-peer communication (p2p). Although DFSS was designed to repre-
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sent p2p, we show that the broadcast protocol supported by the HLA can be described
by the formalism. Many features of the HLA like changing the broadcast topology are
described in the realm of dynamic structure models. By providing a broad perspective
of adaptive models, we highlight the HLA limitations. Not all HLA characteristics
will be considered and we left aside some aspects not considered fundamental. These
aspects include HLA class/subclass relationship, a concept that helps defining filter-
ing and broadcast topologies. Other features not directly related to simulation, like the
support for real time are not discussed being only considered time regulating and time
constrained policies. A major problem encountered in this work was the representa-
tion of the RTI. Although the major role of the RTI is to control the network model
(federation), the communication involving the RTI is non-modular. This kind of pro-
tocol is a source of non-determinism and limits modeling by imposing a fixed set of
messages that can exchanged between the RTI and federates. To overcome these
problems we have choose to represent the non-modular RTI/HLA protocol by the
DFSS modular protocol.

2 Discrete Flow Components

The Discrete Flow System Specification (DFSS) provides the extension of the DEVS
formalism [6] to support dynamic structure models. The DFSS formalism has intro-
duced a novel representation of model networks, while using the DEVS formalism to
represent basic models.

2.1 Basic Model

A basic model in the DFSS formalism is defined by

DFSS =(X,Y,S,%,q0,0,4)
where

X is the set of input values

Y is the set of output values

S is the set of partial states (p-states)

7: § — Ry is the time-to-output function

0={(s,e)| s€ S,0<e< 7(s)} is the state set

qo = (s0,0) € Q, is the initial state

J: 0 x X* — S is the transition function, with

X=X U (0}
A: 8 — Y?is the partial discrete output function
The output function, A: Q — ¥?, is defined by
Als) if e = 7(s)
A(s,e) =
(0} if e < 7(s)

Basic models have modular characteristics and offer a good representation of HLA
federates as described in Section 3.1. When a basic component is in p-state s it
changes to a new p-state whenever a value arrives or the time elapsed in the p-state s
reaches the value 7(s). Component new p-state s’ is given by s’ = &(s,e,x). Component
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output can be non-null when the elapsed time in the current p-state e = 7(s). The out-
put value is given by A(s). DFSS components require non instantaneous propagation
[3], i.e., a component receiving an input at time ¢ will only change its state at time ¢,
where " =t + & £> 0 and lim £ — 0. Non-instantaneous propagation makes possible
to support self-loops and, as a consequence, to ensure that the p-state of a component
is always well defined. This feature is also crucial to support structural changes [3].

2.2 Network Model

The DFSS formalism can represent models with a time-varying structure. Dynamic
structure network models offer a more intuitive representation of real systems for they
are able to mimic the dynamic creation and destruction of entities, and the dynamic
nature of the relationship among entities. Formally, a Discrete Flow System Specifi-
cation Network is a 4-tuple
DFNy= (Xy,Yn,1.M)
where
N is the network name
X is the set of input values
Y is the set of output values
7 is the name of the dynamic structure network executive
M, is the model of the executive 7
The model of the executive is a modified DFSS model, defined by
My = (XY S 5 TGo.s S A7)
where
T"is the set of network structures
7. S, — Z'is the structure function
The network structure Z; € ¥', corresponding to the p-state s;.n € Sy, 1s given by the 4-
tuple
Zj = Usjp) = (Dj’{MiJ}’{IiJ},{ZiJ})
where
D; is the set of component names associated with the executive p-state s, ,
forallie D;
M;; is the model of component i
I;;is the ordered set of components influencers of i
Z;;is the input function of component i
These variables are subject to the following constraints for every s;, € S,
ne D,N¢& D;,N¢& Iy,
M;; = (Xi;,Y:jsSi Tinqo,s 0;
Siqjl Qi X Xi,j — Si

Ai;) is a basic DFSS model, for all i € D;, with

Jo

Zij. B Vij— Xij, forallie D;u{n}
el,-J
where
Yy ifk#N
ij =

Xy ifj=N
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The network output function is given by
ZN J X Yk J - YN
kely J

Adaptations in the network structure include the ability to modify network composi-
tion and coupling and they are achieved by changing the executive state. The mapping
from executive state into network structure is made by function % Network semantics
enable incremental operators to adapt dynamically the structure [4]. The key reason to
choose the DFSS formalism is its ability to represent adaptive structures making pos-
sible to describe the HLA dynamic topologies.

2.3 Determinism in Dynamic Structural Networks

As seen in the last section DFSS networks define their structure based on the state of
the executive. To achieve determinism it is crucial to define the executive state non
ambiguously. A possible source of ambiguous behavior can be the occurrence simul-
taneous events. The DFSS uses parallel transitions to impose determinism, i.e., all the
transitions scheduled for the same time are taken simultaneously. This procedure
avoids the use of a complex selection function involving not only the scheduled
events but also involving the order that messages are sent to the executive. We em-
phasize that the traditional selection function including only events is not enough to
guarantee determinism. Given that the order messages are delivered to the executive
plays a key role in structure, message selection is also crucial. The parallel behavior
of the DFSS formalism enables determinism without the complexity of specifying two
selection functions. The major problem of parallelism is to guarantee that the order
transitions are taken is not important. In static structure networks of modular compo-
nents, like in DEVS networks, this can be achieved easily. However, in dynamic
structure networks, components are not independent. In fact, a change in the network
executive can influence other components. Namely, components can be removed or
the connections can be changed when the executive changes its p-state. A practical
solution taken in the DFSS formalism is to guarantee that the executive is the last
component to be trigged [4].

3 The HLA

We describe the HLA at two levels. At the federate level, the HLA will be considered
equivalent to an atomic DEVS model. At the federation level, the HLA will be stud-
ied as a DFSS dynamic structure network. We consider here a modeling perspective,
and issues like real time or the choice of conservative/optimistic simulation strategies
will not be discussed.

3.1 HLA Federate

Although HLA federates are not strictly modular models, the choice of a modular
formalism like DEVS provides a good approximation. A federates exchange messages
with the other federates through a well defined set values and except for the commu-
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nication with the RTI it can be regarded as a DFSS basic model. A federate can be
described by the model

M = (X,Y,S, 7,6]0,531)

Sets X and Y can be computed based on the classes subscribed and published by a
federate. These classes play a key role on structure definition and they will be de-
scribed in the next Section. The other functions can easily be mapped to RTI opera-
tions, as we show next.

HLA federates can operate under two different policies: a parallel behavior policy
where values produced at the same time instant are sent to the federate, or in alterna-
tive, a federate can choose to obtain just one of the values at each transition. The latter
policy can lead to non-deterministic behavior and it will not be described here. The
parallel behavior involve that sets X and Y are usually bags and not simple objects.

Actually, the HLA Federate Ambassador can be considered to combine a model
with its simulator, making harder the modeling task. Federates need to be defined in
respect to the simulator, i.e., in a federate definition the modeler needs to make ex-
plicit calls to the RTI, that can be regarded as implementing the simulator in the
DEVS perspective. On the contrary, DEVS models are not aware of their simulators
making models easier to build.

To illustrate how DEVS models can be defined in the HLA/RTI framework we
consider how the interaction-based communication could be defined.

A HLA-DEVS simulator needs to keep a buffer to store all the input values and
handle simulation time. The simulator is responsible to issue a nextEventRequest ()
call and to handle the callbacks timeAdvanceGrant () and receiveInteraction().
This last method can be defined in pseudo-code by

void receiveInteraction(InteractionClassHandleAndvValues msg) {
buffer.add (msqg) ;
}

When an interaction is received, it is added to the buffer. We describe now how the
separation between models and simulators can be achieved. The RTI timeadvance-
Grant () 1is sent to the federates when federation time advances. We consider that
Federate Ambassador has the role of simulator and a model can be built using the
DEVS protocol, supporting namely, transition, time-to-output, and output functions.
The timeadvancecrant () callback method can be defined in pseudo-code by

void timeAdvanceGrant (const FedTime& time) {
e = time - timelast;

if (e == model.timeToOutput ())
out = model.output() ;
else

out = null;
model.transition(e,buffer);
buffer.empty () ;
if (out != null) RTI.sendInteraction (out) ;
RTI.nextEventRequest (time + model.timeToOutput()) ;
timeLast = time.
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In this definition, it is shown that models can be built without any reference to the
RTI, making them independent of the simulation environment. In this simplified ver-
sion using only interaction communication, the simulator, implemented here as a
Federate Ambassador, is the only responsible to interact with the RTI, requiring from
the modeler little knowledge about the HLA framework.

Given that the time advance is handled by the nextEventRequest () we guarantee
that all events with the same time stamp will be delivered simultaneously to the feder-
ate. The timeAdvanceGrant () callback determines if the model can send an output,
storing the component output, computed by the call model.output (), in variable out.
It then changes model state by invoking model transition() function. Finally, out-
puts are sent using the call RTI.sendInteraction (out), and a nextEventRequest ()
is issued. Thus, in principle we can separate models and simulators in the HLA envi-
ronment obtaining a DEVS like framework.

The HLA also uses objects for communication. To support this kind of communi-
cation the HLA requires non-modular communication between federates and the RTI,
making the separation between models and simulators virtually impossible. This kind
of communication will be treated in Section 3.3 since it requires a more detailed de-
scription of the RTL

Another problem in representing a federate is motivated by federate ability to re-
quest for structural changes. The changes require access to the RTI that is achieved
through non-modular communication described in the next Section.

3.2 HLA Federation

A federation is a composition of HLA federates; and for description purposes we
represent a HLA federate as a DFSS network. This choice is mandatory since a fed-
eration has a dynamic structure nature that cannot be captured by a static DEVS net-
work.

A federation can be viewed as particular case of a dynamic structure network with
several limitations related to network composition and coupling. A HLA federation
have a fixed set of federates, i.e., the destruction and creation of federate are currently
supported as real time operations and do not increase HLA modeling capabilities
since no federate can add or remove other federates. Federations support mainly a
broadcast type of communication and peer-fo-peer (p2p) communication is not sup-
ported in the HLA. Given that no access is granted to the RTI, except for a limited
configuration through the FED file, the RTI provide a limited set of (fixed) services.

The choice of a broadcast communication protocol (bdc) is well suited to scenarios
where all simulation entities can possibly interact, like in many military simulations.
Actually, the HLA permits to define multicast topologies using Data Distribution
Management (DDM) services [5].

We define a HLA federation by the autonomous DFSS network given by

DFNy=(n.M,)
The choice of an input/output free network reflects the non hierarchical nature of the
HLA that permits only one level of hierarchy. We consider that the DFSS network

executive can be used has a model of the HLA/RTI. The model of the executive is
defined by

MI] = (X’Y7S7 aq0’§9ﬂ”2*7 7/)
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Several simplifications can be made when modeling the RTI. The structure function is
restricted to an invariant set of components D. The RTI can be regarded as a passive
model that only reacts to external stimuli by going into a transitory state of zero time
duration in order to send immediately an output. Then it goes again into the passive
state waiting for the next message.

Since the modeler has no access to the inside of the RTI, and because the RTI is
not a federate, the HLA provides a fixed set of messages that can be used by federates
to communicate with the RTI. Thus, the transition function Jis actuality structured by
the set of messages {J,}, where m represents a message name. Some of these mes-
sages are related to structure management. For example, the message publishinter-
actionClass (RTI::InteractionClassHandle aclass) Will link the publishing fe-
derate to all federates subscribing to aClass.

RTI output values correspond to the messages sent to federates. Given that the RTI
is not a federate, this set of messages is fixed and corresponds to callback messages.

To allow the description of the network structure we consider that the RTI defines
a set of interaction values V. Each value can be assigned to a single class of the set of
interaction classes I'. These classes are actually defined in the HLA/FED that can be
regarded as the only access to the RTI definition.

To define network structure we recur to the publishing function 7 and the subscrib-
ing function o. These functions map federates into a set of classes and they are given
by

mSxD—2"

o.SxD—2"
where S is the partial state set of the network executive representing the RTI and D is
the set of federates.

With these functions, one can describe the behavior of the RTI messages. The sub-

scribing message, for example, issued by a federate d to subscribe to a class ¢ can be
defined by

dubscribe((s’e)’(d?c)) =s". O(S’7d) = O'(S,d) + {C}
where the operator ... cond is a short notation for stating that all properties remain the
same except for condition cond that now holds. For example, if Oypscrive((5,€),(d,¢)) =
s", then 7(s',d) = n(s,d), i.e., the subscribe operation does not change the published
classes.

Similarly, the unsubscribe function can be defined by

é;msubscribe((s,e),(dﬁ)) =s". O(S’,d) = O-(S’d) - {C}
The influencers class ¢ of a component i when the executive is in p-state s; can be
defined by

Ljc={dlde Dnd#in a(s;d)=c)

The condition “d # i is imposed by the HLA that does not consider self-loops.
From this set we can define the set of influencers of component i by
Lij=U{l;j]ce T}

The input function of a component i returns a bag with the output values produced by

the influencers of i. To illustrate federation description we consider a network defined
by
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I'={A,B,C}

D = {F1,F2,F3}
where at the executive current p-state s the following conditions hold:

o(s,F1) = {A,B}, m(s,F1) = {A,B}

o(s,F2) = {A,B}, m(s,F2) = {A,C}

o(s,F3) = {C,B}, n(s,F3) = {A,C}
This network can be described by Figure 1, where the links highlight the broadcast
topology joining federates F1, F2 and F3. If F2 produces the values [A:al,A:a2] and
simultaneously F3 produces the values [A:al, A:a3] then F1 receives the bag
[A:al,A:al,A:a2,A:a3].

Fig. 1. Broadcast network linking federates

Support for structural changes is provided by the HLA by means of (un)publishing
and (un)subscribing calls, namely, publishInteractionClass (), unpublishInter-
actionClass (), subscribeInteractionClass() and unsubscribeInteraction-
class (). Figure 2 depicts the new communication network after F1 stops publishing
class B using. All the links between F1 and federates F2 and F3 that involve class B
are removed. We note that given the broadcast protocol used it is not possible to re-
move the link form F1:B to F2:B without removing also the corresponding link from
F1 to F3. Would this be necessary and a different class should be used to allow this
discrimination.

Actually, the HLA supports the class/subclass relationship and the rules for interac-
tion broadcast are enlarged to handle this relationship. Thus, if a federate subscribes
class X it will receive also interactions of class Y derived from class X, being the
values of Y coerced to class X, loosing possibly some of its attributes. We note that
the term class has little connection with the concept of class used in the object para-
digm, where besides data, classes also define methods. On the contrary, classes in the
HLA serve as a construct to carry information and to define constraints in the broad-
cast topology.

3.3 HLA Objects

Objects are another mechanism to provide communication among federates. The main
difference between objects and interactions is that objects persist, while interactions
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Fig. 2. Changed topology in interaction communication

are destroyed after being received. Objects can be regarded as the HLA solution to the
inexistent support for creation and destruction of federates during a simulation. For
example, when an aircraft lunches a missile, the missile cannot be represented as a
federate responsible to update its position according to some guidance strategy. The
HLA requires the missile to be represented by an object that needs to be updated by
some federate. We consider that the use of an object as a surrogate to a federate is a
poor solution. A federate representation of the missile, i.e., representing the missile as
an autonomous entity, will greatly simplify modeling [1]. In order to account for ob-
ject communication we need to extend our current representation of the HLA.

In the last section, we have considered that the DFSS network executive provides a
representation of the HLA/RTTL. In this section, we show how the executive can repre-
sent HLA/RTTI object management.

One of the features of the RTI is the ability to create and destroy objects. These ob-
jects persist in memory and a set of messages is provided by the HLA to manage
them. Operations include the right to update objects and the choice of what federates
will be informed of the updates. To illustrate the behavior of object communication
we use the federation of Figure 3 with federates F1..3 and objects A:a and B:b that
have been previously created by the call registerobjectInstance (). Object owner-
ship is represented by a solid line and a dashed line represents object reflection. The
owner federate has the privilege to change object attributes using the call updateat-
tributevalues (). When attributes are updated, the subscribing federates will be
informed of the updates by so-called reflections in the HLA terminology. In our ex-
ample, federate F1 owns object A:a and F3 owns B:b. When the attributes of B:b are
changed by federate F3, changes will be “reflected” using the callback reflectat-
tributevalues () sent to federates F1 and F2 that have previously discovered object
B:b through the callback discoverobjectInstance() and have previously subscribe
to object class using the call subscribeobjectClassAttributes (). Similarly, when
object A:a is updated Federate F3 will be notified of the changes. In reality the picture
is more complex because federates can acquire the ownership of some object attrib-
utes and they can be interested in receiving updates of only a few attributes.

Ownership and reflectionship relations can be changed by a negotiation process,
making the network structure dynamic. If, for example, i) F1 divests the ownership of
A:a by invoking the call negotiatedAttributeOwnershipDivestiture(), ii) F3
divests the ownership of B:b using the call unconditionallyAttributeOwnership-
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Divesture () and unsubscribes to class A using the call unsubscribeobjectClass (),
iii) F2 accepts the ownership of objects A:a and B:b by invoking the attributeown-
ershipAcquisition() call and after obtaining confirmation through the callback
attributeOwnershipAcquisitionNotification (), the new network topology can be
depicted by Figure 4.

;
3
=]
=
B

Fig. 3. Object communication

RTI

[=]
E
[>]

Fig. 4. Changed topology in object communication

Object negotiation can cause non-deterministic behavior in the HLA. When a fed-
erate gives away the ownership of one object the other federates interested in the
object class will receive the callback message requestAttributeOwnership-
Assumption (). When two or more federates decide to acquire object ownership the
result of the operation cannot be anticipated because it will depend on the order mes-
sages are delivered to the HLA. Although a parallel behavior can be imposed to fed-
erates, as discussed in Section 3.1, parallelism cannot be forced into the RTI that is
not as a federate, and non-determinism arises. We note that adding HFSS capabilities
to the HLA, namely, the ability to create and destroy federates in run time would
virtually remove the need for object support, considerably simplifying the modeling
task.

4 Conclusions

We have described the modeling features of the HLA using the DFSS formalism. This
description has highlighted many of the key aspects of the HLA and has shown HLA
advantages and limitations. The HLA was mainly designed to represent scenarios
composed by spatially distributed entities where the use of broadcast or multicast
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communication protocols can be successfully applied, offering a rich set of primitives
that facilitates the management of structural changes in these types of simulations.
The DFSS has proven to be a sound framework to describe the HLA. All key aspects
of the HLA could be described and the comparison made possible to evidence some
of HLA weaknesses, namely, lack of determinism and limited support for structural
changes. The lack of support for the creation and destruction of federates in simula-
tion run-timer seems the main motivation to the introduction of objects. The unclear
separation of models and simulators makes the HLA a very difficult tool to utilize. In
particular, the merge of the federation management with the RTI has fixed the set of
operators that can be used to modify federation structure. Specifically, p2p protocols
can hardly be added given the current HLA design.

The DFSS is a sound formalism to describe dynamic structure systems. The HLA
can be regarded as providing a small subset of DFSS capabilities. A change in the
HLA definition making it grounded on the DFSS formalism will allow to remove its
main limitations while significantly increasing HLA representation skills.
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Abstract. The paper proposes three dimensional extension to High
Level ARchitecture (HLA) and Runtime Infrastructure (RTI) to solve
several issues such as security, information hiding problem and interop-
erability and performance of RTI software. The hierarchical and modular
design of RTT software provides natural way to form complex distributed
simulation systems and methods to tune performance of federates with
selective and replaceable modules. The extension of specification level
from application programming interface (API) to message-based pro-
tocols makes RTI software communicate each other and even with the
protocol-talking hardware. The extension includes new APIs to the Fed-
erate Interface Specification, improving reusability of federates.

1 Introduction

The High Level Architecture (HLA) [1-3] is the specification for interoperation
among heterogenous simulations. The HLA also focus on reusability of partici-
pating simulations.

Under the HLA, a combined simulation system is called a federation, and the
individual simulation components are called federates. The Runtime Infrastruc-
ture (RTI) is software that implements IEEE 1516.1 Federate Interface Specifi-
cation [2]. It provides a set of services available to the federates for coordinating
their operations and data interchange during an execution.

The HLA has been applied successfully to a military application, especially
for interoperation of distributed training simulators. The HLA is applied not
only to the field of distributed simulation but also to various applications in-
cluding virtual reality, voice over IP, and other generic network applications. A
lot of interoperability and performance related issues have been raised from the
experience of large-scale interoperation between different organizations.

The current HLA does not support multi- or hierarchical federations. The
HLA assumes that there is a single federation. All federates in a single federations
are able to access Federation Object Model (FOM) data. This single federation
does not suffice applications with multiple security levels. This is called Infor-
mation Hiding Problem [5-7].

Besides this problem, a single flat federation is not adequate to model com-
plex systems with hierarchical components [8, 9]. Hierarchical structure of models
or simulators are essential to simulate complex and large systems. To form a hi-
erarchical federation, many methods such as a federation gateway, proxy, bridge
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or brokers have been introduced [6-11]. However, these approaches requires ad-
ditional interfacing entities that are not part of RTI software. To improve the
whole performance of RTI, hierarchical federation scheme should be supported
by RTI itself. Discrete Event System Specification (DEVS) formalism [4] demon-
strates how to model and simulate complex systems with hierarchial structures.
From the concept of DEVS formalism, we define hierarchical architecture of RTI
and functionality of processors in the hierarchy.

Another big limitation is that HLA only specifies a standard services (appli-
cation programming interfaces). The implementation methods or architectural
design of RTT are not part of HLA standard. Although RTT developers are able
to apply their own technology to implement RTT software, lack of standard pro-
hibits interoperation between various RTI software from different vendors. This
is one big drawback because one major goal of HLA is to achieve interoperation
between heterogeneous simulations.

Open RTI protocol will make it possible for different RTIs to communicate
with each other. In addition, a hardware-in-the-loop simulation becomes more
efficient because this protocol enables direct communication between hardware
and RTI. Open RTI Protocol Study Group of SISO is now working on the pro-
posal of an open, message-based protocol. However, the target architecture of
RTT is flat and fully distributed. We propose different RTT protocol designed to
fit in hierarchical architecture.

The performance — speed or size — of RTT software is always a hot issue. RTT
is a kind of middleware so that the performance of RTT greatly affects that of
total system. To meet the requirement of target system, developers should have
methods tune the performance of RTI software.

Normally RTT software is too heavy because it is designed to accommodate
all kinds of services in one library. However, not all applications require all
kinds of management services. Some may not need data distribution management
services, and some only uses receive-order messages. Some applications require
light-weight software to fit into an embedded systems.

Modular architecture of a local RTT component (LRC) makes the federate
lighter and faster. If a federate does not need data distribution management
services, the federate will not load the data distribution management module
at run-time. In addition, the module is replaceable as long as the interface of
the module is the same. A third party is able to develop its own modules with
the open interface of the modules. Users will choose modules that meet the
performance requirements of target federates.

2 Three Dimensional Extension of HLA /RTI

The paper proposes a three dimensional extension of HLA/RTI. Figure 1 shows
the proposed extension. The first dimension is Runtime Infrastructure Software
Design. The original HLA standard does not include any specific descriptions
about implementation of RTT software. However, a detailed standard about ar-
chitecture or protocol is essential to overcome previously discussed issues.
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* Hierarchical Federations
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Runtime Infrastructure (RTI) . Define Interface between Modules
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Fig. 1. Three Dimensional Extension to HLA /RTI.

The paper proposes the hierarchical and modular design of RTI software.
The hierarchical design of federations provides natural ways to simulate complex
systems. Each federation controls flows of information using an extended FOM
that defines object or interaction classes open to higher level federations.

The modular design of RTT software suggests that RTT software consists of
a set of interconnected modules and the modules are easily replaceable by any
developers. Building a RTT software as a combination of modules from differ-
ent venders of various performance makes it possible to meet the performance
requirements of the target application.

The second dimension is specification level. The existing HLA specifies only
APIs. The proposal extends this standard to message-based protocol level. Com-
bined with the fixed hierarchical architecture of RTI, this protocol defines mes-
sages between entities in the federation hierarchy. Each modules in LRC is re-
sponsible for handling delivered messages destined to the module.

The last dimension is federate functionality. The proposed extension includes
new APIs to give more functionality to federates. The SOM-based joining pro-
cess with the extended join federation execution service [5] is adopted to increase
reusability and modularity of a federate. This method is essential to the hier-
archical structure because a federation is able to change its data filter without
changing FOM of upper-level federation.

3 Hierarchical and Modular Runtime Infrastructure

3.1 Overall Architecture

Figure 2 shows the overall architecture of the proposed hierarchical and modular
RTI. The whole simulation system forms a tree structure and is composed of
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Fig. 2. Proposed Architecture of Hierarchical and Modular Runtime Infrastructure.

two types of simulation processes — Federation Execution (FedEx) processes and
federates. All leaf nodes are federates and others FedEx processes. Federates only
talk to its associated FedEx process, while the FedEx process exchange data
with its parent, child FedEx processes as well as federates. A FedEx process
coordinates and represents a federation. In addition to the traditional role of
FedEx processes in DMSO RTI, the FedEx process acts as a federate to the
FedEx of higher level.

Figure 2 (b) shows the modular structure of a local RTI component (LRC).
The key idea of this structure is that not all modules are mandatory. Although
HLA provides various kinds of services, most federates only need a partial set
of services. With unnecessary modules eliminated, a federate will have a lighter
code and better performance.

3.2 The Federation Execution Process

The main role of a federation execution process is scheduling and routing of
events.

A federation becomes a federate to the higher level federation. This means
that a FedEx process does not distinguish its child processes. A FedEx process
acts like a federate with minimum lower bound time stamp (LBTS) of the as-
sociated federation. The FedEx process exchanges timing information with its
parent FedEx process as well as its child federates.
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The hierarchical federation requires extended FOM. The FOM not only con-
tains the internal data inside the federation, but also includes the filtering in-
formation that which data to send to or receive from higher level federation.
According to extended FOM information, the FedEx process automatically con-
trol the flow of events. The FedEx process forwareds allowed object updates and
interactions to its parent FedEx process.

3.3 Modules of the Local RTT Components

Presentation Module. The presentation module maps HLA APIs to inside
modules. There are two types of APIs — IEEE1516 and DMSO 1.3. DMSO 1.3
version is preliminary to IEEE1516, however, currently more in common due to
free-distribution of RTI software. IEEE1516 and DMSO 1.3 are similar in func-
tionality but function names, data types and some semantics differ. Therefore,
the presentation module for each specification is necessary in order to accom-
modate two HLA specifications,

Network Module. HLA specification requires two types of network transporta-
tion — reliable and best effort service. TCP/IP is currently available for reliable
services and UDP/IP for best effort service. Third type of network transporta-
tion, i.e., multicast, is very useful to deliver data to specified sets of receivers. The
network module should provide APIs for reliable, best effort, multicast trans-
portation to its upper modules. The module is easily extensible to accommodate
new functionality such as quality of service (QoS) support.

Log Module. Logging of internal data or activity is the most valuable tool for
developers. The log module provides an API to produce text outputs to a file
and/or screen. Sometimes, a file output is not enough for a large-scale system.
The database is a good choice to manage large amount of log data. Detailed
implementation issues are up to module developers.

Federation Management Module. There are 13 RTT ambassador services
and 9 federate ambassador callback functions that support federation manage-
ment. Federation management module deals with federation-wide synchroniza-
tion services. Therefore, federation management module controls time and ob-
ject management modules for synchronization purpose. These two modules play
a main role in simulation and are responsible for time advancement and data
exchange. Other modules, however, are rather passive and contain information
for reference. When a synchronizing service begins, the federation management
module notifies it to the two modules. These modules then stop processing and
wait until the completion notification arrives. The federation management mod-
ule keeps the current status of the federation and this federate. It also keeps
statuses of other joined federates.

Declaration Management Module. A declaration management module
should keep the publication and subscription data of the current federate and
subscription data from other federates. Declaration management module cal-
culates the mapping between published data and its subscribers. We assume
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the sender-side message filtering. Sender-side message filtering means that a
sender selects receivers before it sends. Therefore, sender-side filtering actually
reduces network usage while it requires more computational power. The declara-
tion management module provides subscriber information of published objects
and interactions to the object management module. The object management
module requires the information when it sends published data. If there is no
declaration module at run-time, the object management module will work as if
all joined federates subscribes all published object in the federate.

Object Management Module. Anobject management module includes SOM-
based joining process [5]. The module keeps object and interaction class hier-
archies and updates them when the federate joins to the federation. The con-
structed class structure is referenced by the declaration management module to
compare relative positions of classes in the hierarchy.

The object management module retrieves subscribers information from the
declaration management and stores it. It also stores registered and discovered
object instances. Management Object Model (MOM) Management services are
initiated by calling object management services with MOM handles. MOM ob-
jects and interactions are treated as same as other objects at the API level. When
the object management module receives service call from presentation manager,
it checks if the specified object instance or interactions belong to MOM. If it
is a MOM request, the object management module forwards the requested ser-
vice to the MOM management module. The object management module should
manage a receive-order queue and a time-stamped order queue. The object in-
stance updates and interactions with time stamp are delivered to time-stamped
order queue. The messages without time stamp are delivered to the receive-order
queue. According to the setting of time management module, it determines when
the messages in the queue are delivered to the federate via federate ambassador
callback services.

Time Management Module. Time management includes time regulation /
constrained option settings and various time update services. Time management
provides 4 combinations of regulation / constrained options and 3 different time
advancement services to the federate. Time management module updates its
logical time whenever the federate requests to advance its time. The time man-
agement module sends time update message to its FedEx process to notify its
logical time. Each federate calculates lower bound time stamp (LBTS) whenever
it receives time update from the FedEx process. The time management module is
responsible to deliver TSO messages. The time module makes the object manage-
ment deliver proper TSO messages in TSO queue. Receive order (RO) messages
are delivered when time management module is in time-advancing mode with
asynchronous delivery option disabled. If the asynchronous delivery option is
enabled or the time module is not in time-constrained mode, the RO messages
will be delivered whenever the federate invoke tick service. Also, if there is no
time management module, the object management module will work as if the
federate is in non-regulating and non-constrained mode.
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Ownership Management Module. The ownership management module han-
dles ownership information of all registered and discovered object instances. The
module also processes the algorithm for ownership transfer between joined fed-
erates. The ownership management module notifies the changes in ownership to
the object management so that the object management decides whether to allow
object modification or not. Without the ownership management module loaded,
the object management module allows all attempts to modify any objects known
to the federate.

Data Distribution Management Module. The data distribution manage-
ment module handles the routing space attached to published and subscribed
data classes. Every time the value in the routing space changes, the data dis-
tribution management module calculates the connection between published and
subscribed federates. The connection information is referenced by the object
management module. The object management module uses the connection data
as well as data from declaration management module to decide whether it deliv-
ers data or not. The messages and protocol about data distribution management
is not yet fully specified. Without the data distribution management module
loaded, the object management module decides data delivery only based on the
data from declaration management module.

Management Object Model (MOM) Management Module. The Man-
agement Object Model (MOM) consists of a number of object and interaction
classes through which federates monitor and tune the operation of active federa-
tion. MOM module collects status and activities of other management modules.
The MOM module periodically updates or sends MOM events if it is requested to
do so. All MOM events are delivered via object management module. Therefore,
the direct access to network manager is not required. If there is no active MOM
module, MOM services are not available to all federates in the federation and
MOM events from other federates are treated as ordinary objects or interactions.

4 Open RTI Protocol

This section introduces the proposed Open RTI Protocol that includes message
formats, sequences and their handling algorithms between federates and its as-
sociated FedEx, and between a parent and a child FedEx processes.

A fixed size and format message header, shown in Table 1, precedes each
message. A message content is followed by the header, and is depends on the
message type. The version field indicates the version of the protocol. Sending
federate handle and Receiving federate handle represent federate handle of sender
and receiver, respectively. A federation handle and a federate handle forms an
unique address for a specific federate.

Module field indicates which module should handle the message (see Table 2).
Message Type becomes unique only with Module field. Detailed message types
per modules are presented in the following sections. Message Length field means
total length of message contents not including the message header.
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Table 1. Message Header.

Bits Field Value
16 Version 1
16 Sending federation handle 1
16  Sending federate handle 1
16 Receiving federation handle 1
16  Receiving federate handle 0xFF (Broadcast)
8 Module 2 (Federation Management)
8 Message Type 5 (JOIN FEDERATION EXECUTION)
16 Message Length 20 (Bytes)

Table 2. Modules.

1D Module
Network
Federation Management
Declaration Management
Object Management
Time Management
Ownership Management
Data Declaration Management

N O Ut WN

Figure 3 depicts a sample message sequence for object management services.

For simplicity, a federate talks to only its associated FedEx process. The
FedEx process communicate with its parent FedEx process or its child federates
(or FedEx processes).

To register an object, a federate sends REGISTER OBJECT INSTANCE
message to its FedEx process. If the object class is published by the FedEx
process, the message is forwarded to its parent FedEx process. Topmost FedEx
process assigns appropriate object handle and replies the message. Also, Topmost
and middle FedEx processes generate DISCOVER OBJECT INSTANCE mes-
sages to subscribed federates. By this way, all subscribed federates will receive
DISCOVER OBJECT INSTANCE messages.

A message sequence for update attribute value service is simple. FedEx pro-
cesses will forward the message according to publication and subscription status.

5 Extension of API

One way to extend HLA specification is to introduce new APIs to the Federate
Interface Specification. There has been many efforts to add new functionality to
HLA. We have already introduced new join federation execution service to in-
crease reusability of a federate and to eliminate information hiding problems [5].
Real-time extension to HLA includes new semantics on APIs as well as extension
of Framework and Rules and Object Model Template (OMT) [12]. However, care
must be taken because introducing new functionality to the federate may cause
complete re-design of internal structure of RTT.
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’ Federation(Parent FedEx)

’ Federation (FedEx) ‘

@ Subscribed Federate

REGISTER_OBJECT_INSTANCE

REGISTER_OBJECT_INSTANCE(If published)

Register »
Object REGISTER_OBJECT INSTANCE_ ACK REGISTER_OBJECT INSTANCE_ACK
Instance N DISCOVER_OBJECT_INSTANCE

Attribute »! UPDATE ATTRIBUTE_VALUES| (TIME) (If published)

Values

Update { UPDATE_ATTRIBUTE_VALUES_(TIME)

UPDATE_ATTRIBUTE_VALUES_(TIME)

DELETE_OBJECT_INSTANCE

#» DELETE_OBJECT_INSTANCE

Delete >
DELETE_OBJECT_INSTANCE_ACK

Object DELETE_OBJECT INSTANCE AC
Instance

REMOVE OBJECT INSTANCE

Fig. 3. Message Sequence for Object Management Services between federates and
FedEx processes.

6 Conclusion

The paper proposes an extension of High Level Architecture (HLA). The three
dimensional extension is proposed to solve several issues. The hierarchical ar-
chitecture of federations controls flow of information (or events) so that each
federation in the hierarchy has different level of security. The modular structure
of RTI gives federate developers more flexible designs. Developers are free to
replace modules and even unload unnecessary ones for fine performance tuning.
The open RTI protocol, together with the fixed architecture, help RTT software
from different vendors collaborate each other. A RTI protocol-talking hardware
is able to participate a federation, and the hardware-in-the-loop simulation be-
comes more efficient. The modified join federation execution service is applied
to this proposal. We are planning to add other API extensions to give more
functionality to federates.

Not all RTT protocol and module interfaces are specified so far. We continue
to specify and implement a complete specification of RTT protocol with message
types, formats and their handling algorithms, and interface of modules. The full
implementation of RTT software with hierarchy and modularity leads us to the
base line of research about RTI performance enhancement issues.
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Abstract. This paper presents a modeling of a distributed simulation system
with a data management scheme. The scheme focuses on a distributed simula-
tion concept, which is load balancing, suggests distribution of a different func-
tionality to each distributed component, and assigns various degrees of com-
munication and computation loads in each component. In addition, this paper
introduces a design with an inter-federation communication on HLA-compliant
distributed simulation. The design focuses on integration among multiple fed-
erations and constructs the larger distributed simulation system by suggesting a
HLA bridge connection. The integration supports system simulation flexibility
and scalability. This paper discusses design issues of a practical system with a
HLA bridge for inter-federation communication. This paper analyzes and
evaluates performance and scalability of the data management scheme with
load balancing on distributed simulation, especially with inter-federation and
inside-federation communication configurations. The analytical and empirical
results on a heterogeneous OS distributed simulation show improvement of sys-
tem performance and scalability by using data management and inter-federation
communication.

1 Introduction

There is a rapidly growing demand of distributed simulation which includes a variety
of system simulations such as process control and manufacturing, military command
and control, transportation management, and so on. Most of distributed simulations
are complex and large in their size. In order to execute those complex and large-scale
distributed simulations within reasonable communication and computing resources, a
development of a large-scale distributed modeling and simulation environment has
drawn attention of many distributed simulation researchers. A large-scale distributed
simulation requires an achievement of real-time linkage among multiple and geo-
graphically distant simulation components, and thus has to execute a complex large-
scale execution and to share geographically dispersed data assets and simulation re-
sources collaboratively. This paper proposes a data management scheme with load
balancing that supports reduction of interactive messages among distributed simula-
tion components and communication flexibility for modeling and simulation of a
complex system. The proposed scheme focuses on a load balancing which indicates
communication load distribution to each distributed simulation component. The

* This work was supported (in part) by the Ministry of Information & Communications, Ko-
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scheme is extended from communication data management schemes [1], [2], [3], [4],
[5], [6] to model and simulate complex and large-scale distributed systems with rea-
sonable communication resources. This paper applies the data management scheme to
a satellite cluster management [7], [8]. The scheme improves simulation performance
and scalability of a satellite cluster management through communication data reduc-
tion and computation synchronization. In addition, this paper suggests a HLA [9],
[10]-compliant distributed simulation environment that allows HLA bridge-based
inter-federation communications [11], [12], [13], [14], [15] among multiple federa-
tions and improves flexibility in modeling and simulation. This paper provides a
design of HLA bridge federate to connect multiple federations. The design allows to
execute a complex and large-scale distributed simulation, gives a promise of simula-
tion flexibility and scalability, and creates useful simulation-based empirical data.
This paper is organized as follows: Section 2 introduces the data management scheme
with load balancing and presents how to apply the scheme to a satellite cluster man-
agement. Section 3 discusses a modeling of satellite cluster management with a HLA
bridge. Section 4 discusses performance analysis of the data management scheme
with load balancing. Section 5 illustrates a testbed for experiment and discusses per-
formance evaluation of the data management scheme with load balancing and the
inter-federation communication with a HLA bridge. The conclusion is in Section 6.

2 Data Management with Load Balancing

Data management improves simulation performance of a complex and large-scale
distributed simulation since data management reduces data transmission among dis-
tributed simulation components. This paper proposes a data management scheme with
load balancing which reduces transmission-required data by assigning different
communication and computation load to each transmission-related component. This
scheme reduces simulation cost by reducing communication resources among simula-
tion components with separated communication loads. In addition, it reduces local
computation load of each distributed simulation component. The scheme improves
simulation flexibility and performance through communication data reduction, com-
putation synchronization, and scalability for a large-scale distributed simulation. This
paper introduces a satellite cluster management [7, 8] as a case study and applies to
the data management scheme with load balancing to it.

Satellite Cluster Management

Construction and execution of autonomous constellations system follow distributed
system construction concepts: 1) functionality balancing in multiple distributed satel-
lites; 2) increasing system robustness and maintainability; 3) reduction of communi-
cation and computation resources. Distributed satellite functionality includes com-
mand and control, communications, and payload functions. For effective execution of
constellations system, a cluster paradigm with a central cluster manager is modeled
and simulated in this paper. A central manager controls functionality of each satellite
inside cluster and communication among satellites. Separated satellites in a cluster
occupy their distributed space assets in a constellations system. A cluster manage-
ment is essential to progress a satellite cluster mission with cluster functionalities
such as resource management, navigation, guidance, fault protection, and so on. Sat-
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ellite is also called spacecraft in constellations system. While a centralized manage-
ment approach is defined, a cluster manager provides the cluster functionalities. The
functionalities consist of four categories: spacecraft command and control, cluster
data management, flying formation and fault management. For a cluster management,
a cluster manager should keep information of each spacecraft including position,
velocity, attitude quaternion, system time, spacecraft mode, fuel level, sensor states,
and so on.

This paper introduces a ground system operation as a case study to discuss non-
data management and data management with load balancing and evaluate system
performance. A ground system commands and controls a cluster of spacecrafts. Basi-
cally, a ground system requires operations and manpower to monitor a cluster, makes
a decision, and sends proper command strings. For a small cluster, a centralized ap-
proach is cost effective and accepted to command and control spacecrafts individu-
ally. As Fig. 1 (a) illustrates, a ground system sends its command strings to each
spacecraft. The command strings include commands to “observe a specified region,
take a picture, and send image data of a picture.” The command should contain a
region location. Each spacecraft receives different region location from a ground
station.

To improve total system performance by reducing transmission- required data, a
data management scheme with a load balancing of ground operations is proposed in
this paper. The scheme indicates that it separates ground functions and distributes a
set of functions to spacecrafts. Fig. 1 (b) illustrates a data management with load
balancing. A ground station separates four regions to be observed, makes four differ-
ent command strings, and sends them to a cluster manager. The cluster manager
parses the command strings and forwards them to each proper spacecraft. The parsing
and forwarding assigns light loads in the cluster manager. The cluster manager gets
the lighter loads, while the heavier communication data are required between the
cluster manager and the ground station. Here, this paper classifies a degree of load
balancing: low and high. There is the higher load balancing with the cluster manager
over parsing and forwarding. The ground station does not separate four regions to be
observed and sends a total region to the cluster manager. The cluster manager should
include the load for division of region. The cluster manager with the division load
should understand technologies including region division, image capturing, image
visualization, image data transmission, and so on. The cluster manager includes the
heavier loads, while the lighter communication data are required between the cluster
manager and the ground station.

3 Modeling of Satellite Cluster Management with HLLA Bridge

In this section, this paper discusses an inter-federation communication architecture on
a multi-federation platform and applies an inter-federation communication to a data
management of a satellite cluster system. With a viewpoint of an extension to more
practical satellite cluster system, this paper proposes an inter-federation communica-
tion architecture. Eventually, a satellite cluster management system can be separated
as two divisions: space cluster and ground station. The separation indicates a division
for geography, functionality, and different communication groups. Actually, a ground
station has various connections to organizations on the earth, thus it is a part of a
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different communication group. This paper applies two divisions (e.g. space cluster
and ground station) to an advanced HLA architecture, which is an inter-federation
communication architecture. To execute an inter-federation communication, this
paper uses a bridge federate which is physically located in each federation and plays a
role of RTI message passing between federations. As Fig. 2 illustrates, this paper
develops two federations: cluster and ground. A cluster federation includes multiple
federates. Each federate is assign in each spacecraft. A ground federation includes
two federates: cluster manager and ground station. Both federations include a cluster
manager federate which is assigned in a bridge federate for an inter-federation com-
munication. Notice that cluster manager federates in both federations have different
functionalities, respectively. A cluster manager federate in a cluster federation works
cluster management and RTI message passing inside/outside federation. A cluster
manager federate in a ground federation only concentrates communication to a cluster
federation.
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Fig. 2. Inter-Federation Communication
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4 Performance Analysis

To analyze performance of the data management with load balancing, this paper takes
an amount of transmission-required data, which are communicated between ground
station and spacecrafts. Notice that transmission-required data among spacecrafts
inside a cluster are ignored. In this analysis, this paper assumes five conditions: 1)
there exist multiple clusters; 2) a cluster includes a finite number of spacecrafts (N);
3) a region is square-shaped and has 4 points ((X, y1), (X2, ¥2)s (X3, ¥3), (X4, ¥4)); 4)
two of 32 double precision bits (e.g. 64 bits) are needed to represent a point (X1, y1);
5) this analysis is based on one cycle transmission.

As Table 1 shows, the data management with load balancing significantly reduces
the number of messages passed and the number of bits passed. Basically, there occurs
overhead bits (H) needed for satellite communication when a ground station sends a
command. The centralized approach without data management causes an amount of
overhead messages and bits since it makes a ground station send each spacecraft
messages individually. Compared with a degree of load balancing, a high load bal-
ancing significantly reduces transmission-required data bits since it transmits a total
region information irrelevant to the number of spacecrafts (N) in a cluster. Specially,
as the number of spacecrafts (N) goes infinity, transmission-required data bits in a
low load balancing increases linearly. The increasing slope is (4*64)*M. However, a
high load balancing still requires the same lower transmission-required data bits. The
analysis in Table 1 reveals that, especially the large numbers of spacecrafts working
in a cluster, the greatest transmission-required data reduction is expected with a high
load balancing of data management.

Table 1. Analysis of Transmission Data Reduction

Approach Transmission | Transmission Coefficient of N as
Required Required Bits N-> oo
Messages
Non-Data Management R*N*M (H+4*64)*R*N*M | (H+4*64)*R*M
Data Management | Low M (H+4*64*R*N)*M | (4*64*R)*M
(Degree of Load High M (H + 4%64) *M None
Balancing)

(Note: N: Number of spacecrafts in a Cluster; M: Number of Clusters; H: Number of over-
head bits in satellite communication (160 bits assumed), R: Number of regions at one
spacecraft on one transmission (40 assumed))

5 Experiment and Performance Evaluation
5.1 Testbed

This paper defines a scenario of satellite cluster management and evaluates system
performance of the data management with load balancing. A cluster of 4 spacecrafts
flies on pre-scheduled orbits. One of spacecrafts acts as a cluster manager that com-
municates with a ground station. A cluster manager gathers states of each spacecraft
and sends telemetry information back to a ground station. At any given time, a
ground station can send an observation request to a cluster manager. In turns, a clus-
ter manager will coordinate with other spacecrafts in a cluster to perform the re-
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quested observation in synchronization. A cluster manager then aggregates data col-
lected from the other spacecrafts in a cluster and send them back to a ground station.
There are three assumptions: 1) A cluster manager always communicates with a
ground station without interruption; 2) A position representation of each spacecraft is
relative to a reference circular orbit; 3) A spacecraft flies with height of 600km on a
reference circular orbit. This yields a period of 5810 sec.

To execute the scenario, this paper develops a testbed with an inter-federation
communication. For an inter-federation communication with a HLA bridge, this pa-
per develops two federations: cluster and ground. As Fig. 3 illustrates, a cluster fed-
eration includes four spacecraft federates, including a cluster manager, and a ground
federation includes two federates: cluster manager and ground station. Both federa-
tions have a cluster manager federate which is called bridge federate. A HLA bridge
implementation supports a bridge federate functionality for an inter-federation RTI
message passing, thus it makes an inter-federation communication executable. In a
platform setting of the testbed, this paper develops a heterogeneous distributed simu-
lation system which includes various operating systems including SGI Unix, Linux,
Sun Unix, and Windows. Five federates are allocated to five machines, respectively,
and they are connected via a 10 Base T Ethernet network.

Cluster Federation Ground Federation

Intar-Fadaration Inside-Federation

Inside-Federalion P LT

Communication
e ~ ™
Cluster Ground
Spacecraft #1, #2, #3 Managar Siation

Spacecrafl Spacecrafl Spacecrafl Spacecrafl Ground Station
Mocdel Model | Model Model | Maciel
SGI Unix Linux Sun Unix HLA Bridga Windows
‘ \ Windows
HLAIRTI

Fig. 3. Simulation Testbed of Inter-Federation Communication

5.2 Performance Evaluation

In order to evaluate system execution performance of the data management with load
balancing, this paper compares system execution time between non-data management
and data management with load balancing. A comparison is achieved with variation
of number of satellites. A system execution time considers communication and com-
putation reduction. A non-data management requires a large amount of communica-
tion data, however it does not need local computation. A system execution time for a
non-data management is mostly caused from an amount of communication data. The
data management with load balancing reduces an amount of communication data and
uses local operations for load balancing. A system execution time for load balancing
is caused by both of data communication time and load operation time. Especially, a
high load balancing requires the more load operation time than that for low load bal-
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ancing. Fig. 4 compares system execution time in two cases: non-data management
and data management with load balancing. A degree of load balancing is separated
with low and high. The system execution time of Fig. 4 is provided from an execution
on only one federation with inside-federation communication. The data management
with load balancing apparently reduces system execution time. The reduction indi-
cates that execution time reduction from transmission-required data reduction is
greater than time expense from load operation. In comparison between high and low
load balancing, there exists a tradeoff between transmission-required data reduction
and degree of load balancing. In inside-federation communication system of Fig. 4,
the low load balancing shows the lower execution time in the lower task load. The
smaller number of satellites presents the lower task load. As the task load increases,
the high load balancing shows the lower execution time.

Syztem Execution Time (sec)
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# of Satellites in a Cluster

Fig. 4. System Execution Time on Inside-Federation Communication (Non-Data Management
vs. Data Management with Load Balancing (Low and High))

Inter-federation vs. Inside-Federation Communication

To evaluate system execution performance of an inter-federation communication
system, this paper compares system execution time of an inter-federation communica-
tion with that of an inside-federation communication with only one federation. An
inter-federation communication system is operated with a bridge federate between
two federations: cluster and ground. Basically, we understand that an inter-federation
communication system reduces its local computation time. An inter-federation com-
munication system includes multiple federations, thus it separates its tasks and as-
signs sub-tasks in each federation. However, an inter-federation communication sys-
tem increases its communication time since an inter-federation message passing time
would be greater than an inside-federation message passing time in a federation.
Meanwhile, we can expect that an inside-federation communication system performs
the higher local computation time and the lower communication time. Fig. 5 com-
pares system execution time of two communications: inside-federation and inter-
federation. Fig. 5 measures system execution time in case of the data management of
high load balancing. The execution time of inter-federation communication system is
lower in all the tasks, but not much. As higher is task, the execution times of the two
communication systems are closed.
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6 Conclusion

This paper presents a design and development of the data management with load
balancing in a distributed simulation. For practical construction and execution of a
distributed simulation, this paper focuses on a distributed simulation concept which is
load balancing. The data management scheme suggests a different load balancing to
each distributed component and assigns various degrees of communication and com-
putation loads in each component. The data management scheme allows a complex
execution for a variety of distributed simulations and improves system performance
through reduction of communication data and local computation load. This paper
analyzes system performance and scalability of the data management with load bal-
ancing. The empirical results show favorable reduction of communication data and
overall execution time and prove usefulness in a distributed simulation.

This paper considers distributed simulation concepts, including data communica-
tion management, HLA-compliant inter-federation communication, functionality
balancing, simulation flexibility, and scalability and provides a high performance
modeling for a satellite cluster management paradigm with a cluster manager. Espe-
cially, a HLA bridge-based inter-federation communication for a satellite cluster
management in a HLA-compliant distributed simulation improves system modeling
flexibility and scalability by allowing multiple connections not only among satellites
inside a cluster federation but also among multiple cluster federations. The simulation
flexibility through a HLA bridge-based inter-federation communication allows to
represent and simulate topologies of a variety of autonomous constellations systems,
to analyze a complex large-scale space mission system, and to provide analytical and
empirical results. The results show inter-federation communication on a HLA-
compliant distributed simulation would be useful while flexibility and scalability of
system modeling and simulation are focused.



146

Jong Sik Lee

References

1.

10.

11.

12.

13.

14.

15.

Katherine L. Morse: Interest management in large scale distributed simulations. Tech.
Rep., Department of Information and Computer Science, University of California Irvine
(1996) 96-127

. Katherine L. Morse, Lubomir Bic, Michael Dillencourt, and Kevin Tsai: Multicast group-

ing for dynamic data distribution management in Proceeding of the 31*' Society and Com-
puter Simulation Conference SCSC99 (1999)

. J. Saville: Interest Management: Dynamic group multicasting using mobile java policies in

Proceedings of the 1997 Fall Simulation Interoperability Workshop, number 97F-SIW-020.
(1997)

. Boukerche and A. Roy: A Dynamic Grid-Based Multicast Algorithm for Data Distribution

Management. 4th IEEE Distributed Simulation and Real Time Application (2000)

. Gary Tan et. al.: A Hybrid Approach to Data Distribution Management. 4th IEEE Distrib-

uted Simulation and Real Time Application (2000)

. Bernard P. Zeigler, Hyup J. Cho, Jeong G. Kim, Hessam Sarjoughian, and Jong S. Lee:

Quantization based filtering in distributed simulation: experiments and analysis in Journal
of Parallel and Distributed Computing, Vol. 62, number 11 (2002) 1629-1647

. D.M. Surka, M.C. Brito, and C.G. Harvey: Development of the Real-Time Object-Agent

Flight Software Architecture for Distributed Satellite Systems. IEEE Aerospace Conf.,
IEEE Press, Piscataway N.J. (2001)

. P. Zetocha: Intelligent Agent Architecture for Onboard Executive Satellite Control. Intelli-

gent Automation and Control, vol. 9. TSI Press Series on Intelligent Automation and Soft
Computing, Albuquerque N.M. (2000) 27-32

. Draft Standard for Modeling and Simulation (M&S) High Level Architecture (HLA) - Fed-

erate Interface Specification, Draft 1. DMSO (1998)

High Level Architecture Run-Time Infrastructure Programmer’s Guide 1.3 Version 3,
DMSO (1998)

M. Myjak, R. Carter, D. Wood, and M. Petty.: A taxonomy of multiple federation execu-
tions in 20th Interservice/Industry Training Systems and Education Conference (1998)
179-189

T. Lake.: Time Management over Inter-federation Bridges in Simulation Interoperability
Workshop (1998)

J. Dingel, D. Garlan, and C. Damon: A feasibility study of the HLA bridge. Technical Re-
port CMU-CS-01-103, Department of Computer Science, Carnegie Mellon University
(2000)

J. Dingel, D. Garlan, and C. Damon: Bridging the HLA: Problems and Solutions in Sixth
IEEE International Workshop on Distributed Simulation and Real Time Applications DS-
RT *02 (2002)

J. Filsinger: HLA Secure Combined Federation Architecture (Part One). Technical Report
Trusted Information Systems (1996)



The Hierarchical Federation Architecture
for the Interoperability of ROK and US Simulations

Seung-Lyeol Cha!, Thomas W. Green!, Chong-Ho Lee!, and Cheong Youn?

I The Combined Battle Simulation Center, ROK-US Combined Forces Command,
Po-Box 181, YongSan-Dong 3-Ga, YongSan-Gu, Seoul, 140-701, Rep. of Korea
chasl@passmail.to, GreenTe@usfk.korea.army.mil,
lchongho@lycos.co.kr
2 Department of Information and Communication, Chungnam National University
220, Gung-Dong YungSung-Gu, DaeJeon, 305-764, Rep. of Korea
cyoun@cs.cnu.ac.kr

Abstract. This paper presents the hierarchical federation architecture as it ap-
plies to the ROK-US combined exercises, such as Ulchi Focus Lens (UFL). We
have analyzed and extracted the necessary improvements through the review of
the simulation architecture currently used for ROK-US combined exercises and
from the current ROK Armed Forces modeling and simulation (M&S) utiliza-
tion. We have designed an advanced federation architecture based on a multi-
federation architecture. Moreover, we have validated the usability and technical
risks of our proposed architecture through development of a pilot system and its
testing. Finally, we expect that this architecture will provide an enhancement in
the ROK-US combined exercises while reducing costs. Furthermore, we be-
lieve that this architecture is an example to interoperate simulations with other
allies.

1 Introduction

The defense of Korea is the central mission of the ROK-US Combined Forces Com-
mand (CFC). This overriding mission requires the conduct of combined exercises that
train and maintain the combat readiness of ROK and US forces. This training increas-
ingly relies on the use of modeling and simulation (M&S) applications that provide
great realism to the highly digitized battlefields of today. Many of those exercises are
conducted in a joint and combined context at the ROK-US Combined Battle Simula-
tion Center (CBSC) in Seoul, Korea. Stemming from its premier position in develop-
ing military applications for M&S, the simulation support for ROK-US combined
exercises are currently led by the US and the costs are shared by the ROK [1].

US models such as the Corps Battle Simulation (CBS)(ground warfare), Research
Evaluation and Systems Analysis (RESA)(naval warfare), and Air Warfare Simula-
tion (AWSIM)(air warfare) were introduced to the ROK military services in the early
1990s. This introduction provided simulation support to each service. Further, in the
late 1990s, that introduction formed the basis for the ROK Army’s indigenous devel-
opment of its ChangJo-21 (CJ21), a ground forces model. The development of CJ21
as an original ROK Army model stimulated an earnest development of other models
germane to the other ROK military services. To achieve its missions with better fidel-

T.G. Kim (Ed.): AIS 2004, LNAI 3397, pp. 147-156, 2005.
© Springer-Verlag Berlin Heidelberg 2005
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ity, the CBSC is taking steps to ensure interoperability of ROK and US models in an
advanced simulation architecture for combined exercises.

Until recently, the interface protocol between each model of the Joint Training
Confederation (JTC), which has been applied to combined exercises, had been Ag-
gregate Level Simulation Protocol (ALSP). It has now been replaced with a new open
system called High Level Architecture / Run-Time Infrastructure (HLA/RTI). This
step was implemented first during a joint/combined exercise; Reception, Staging,
Onward movement and Integration/Foal Eagle 2004 (RSOI/FE 04). The indigenous
development of ROK military models as HLA compliant means the ROK models will
be able to confederate with the US models and execute a seamless interface for com-
bined exercises.

To execute this improvement, the ROK military established a master plan [2] that
incorporates the development of its models in accordance with HLA concepts. The
CBSC is also developing a model confederation system to expand the participation of
ROK models during combined exercises. Ultimately, these steps will lead to the de-
velopment of the Korean Simulation System (KSIMS), which will include each ser-
vice model applicable to the ROK-US combined exercises.

To develop and apply a new federation that interoperates ROK and US models,
there are many factors to be considered. Two such factors would be; a combined
development team based on a ROK and US mutual agreement, and the confederations
between similar models that would simulate the same battlefield medium. The design
of a confederation architecture for efficient ROK and US models interoperability is a
major issue.

This paper will present an advanced simulation architecture for ROK-US com-
bined exercises. Chapter 2 will review current simulation architecture for ROK-US
combined exercises. Chapter 3 will describe the existing research results of a multi-
federation. Chapter 4 will present the design of hierarchical federation that will be
applied for future combined exercise. Finally, chapter 5 will review the results of

prototyping.

2 Simulation Architecture for ROK-US Combined Exercises

ROK Armed Forces have been extending its application of M&S continuously, since
it started simulation support in the early 1990s by bringing US models to each ser-
vice’s training. But in the late 1990s, to apply the future battle field environment, the
new weapon systems and the tactics, techniques and procedures of ROK Armed
Forces, it was realized that the ROK required the development and application of its
own models. An improvement of the simulation architecture is also required to pro-
vide the necessary ROK and US models interoperability. Through interoperability,
we will be able to provide a suite of combined models which will further enhance
training for the defense of the peninsula.

Currently, the simulation architecture for ROK-US combined exercises, for which
the US is the leading provider, has a complex structure applied by various confedera-
tion protocols. As shown in Figure 1, the simulation components are sorted out as the
JTC main models, special models, interfaces, and C4ISR systems. The models and
C4ISR systems are linked to each other by interfaces such as Gamers (human inter-
face), Master Interface (MI), Tactical Simulation (TACSIM) ALSP Translator (TAT),
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Run Time Manager (RTM), and Virtual Downlink (VD) Network. These are defined
and developed according to the individual characteristic of each system. The confed-
eration between the JTC main models is supported by HLA based JTC Infrastructure
Software (JIS) with a single federation architecture [3].
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Fig. 1. Simulation Architecture for *04 UFL Exercise

For the ROK Armed Forces war-game models to be participants in the combined
exercise simulation architecture, the single federation needs to be expanded to allow
for other federates to join. One method of expansion would be to create a single Fed-
eration Object Model (FOM) sharing both ROK and US federates. Although the sim-
plest way to approach, considering the currently used RTI functionality, this could
cause many issues such as degradation in system performance, security classification,
and workload to develop and operate such a large single federation.

The system performance impact could be created through an excessive amount of
system tuning as too many federates join only one federation. Aggravating this im-
pact is in the RTI NG version, where the stability is only guaranteed when all feder-
ates is organized in the same Local Area Network (LAN) [5]. Unfortunately, there is
no solution suggested and it’s difficult to find an alternative for solving this issue
when the combined exercises require extensive distribution.

Security could be considered compromised with all the data confederated in a sin-
gle FOM. Therefore, additional considerations on individual security mechanisms
have to be applied in order to protect the information that one country doesn’t want
exposed to other countries [12] [13].

The workload necessary in a combined ROK-US team would be herculean. In or-
der to define confederation data, both countries would have to understand a certain
amount of the other side’s design concepts as it relates to differences in each military
organization, weapon system characteristics, and operational doctrines. The personnel
who actually execute the combined development are separated by long distances and
by discrepancies in languages, systems, policies, regulations and even cultural envi-
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ronments. Greater effort will be required to develop one federation rather than each
country developing a separate federation.

A multi-federation architecture that can be interoperated between ROK and US
federations must be eventually considered in the future.

3 Multi-federation Architecture

The HLA concept is expressed as, a federation made up of a set of federates, RTI
services and a FOM. Original developers of HLA considered that a single federation
would be adequate for all models and therefore only expected to have a single FOM
and RTL

There are many limitations, mentioned above, in using a single federation architec-
ture for integration of existing federations. It is insufficient to accomplish the interop-
erability and reusability, which are HLA’s main objectives, in the reorganization of
existing models and simulations to meet new requirements.

To overcome these limitations, we should consider an advanced federation archi-
tecture that is interoperable with multiple federations. By doing so, will enhance the
interoperability and reusability of existing federations.

3.1 HLA Based Multi-federation

According to general HLA definition, it seems that there are no interoperations
among federations during federation executions. But in the interpretation of basic
HLA rules, there is a factor that makes the interoperation among federations possible.
That is, the interoperation would be possible if a special federate which has a data
sharing mechanism, simultaneously joins in several federations. The level of mecha-
nism that supports the data sharing function among joined federations will determine
the capability of interoperability.

Two or more interoperating federations, with a special federate simultaneously
joined in them, would be defined as a multi-federation. The intra-federation commu-
nication uses a designated unique FOM for each federation. While the inter-
federation communication applies another mechanism such as a super FOM extracted
from each federation’s FOM, and it interoperates as one federation’s events effect the
other federations.

3.2 Multi-federation Types

Combinations of FOM and RTI types, based on integration schemes of existing fed-
erations, can be sorted into 4 kinds: homogeneous FOM and RTI, homogeneous FOM
and heterogeneous RTI, heterogeneous FOM and homogeneous RTI, heterogeneous
FOM and RTI [10]. Primary consideration will be given to the heterogeneous FOM
and RTI scheme that can apply in general application environments.

The gateway, proxy federate, RTI broker, and RTI protocol are the four kinds of
connections between federations that will also make it possible to construct a multi-
federation [8]. The details of each connection type follows.
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Gateway is an internal connection device that transmits information between fed-
erations through another communication channel, instead of a HLA connection. It
supports transmitting the information offered, within the range of the joined federate
transformation ability, to the other joined federates. This process provides an inter-
operation between two individual HLA based federates or a HLA based federate and
an external system which is not a HLA based federate.

A proxy federate is a translation device that interconnects two (or more) federa-
tions using the Federate Interface specification, unlike the gateway. The HLA rules
state a specific federation can only have a single FOM and permits information
transmission through a RTI. It neither allows nor forbids connecting 2 federations. A
proxy federate uses only the defined service within API articles supported by the RTI,
but it is more complex than a gateway because it has to apply numerous numbers of
federate ambassador’s and FOM’s.

The RTI broker is a translation device that uses the RTI-to-RTI API to pass not
only federate level data but to also communicate RTI internal state information be-
tween two (or more) RTIs. Potentially, it could provide a communication medium
from different vendors or conform to different communication architectures.

Lastly, RTI protocol is capable of transporting federate information and RTI inter-
nal state between RTI implementations. This could also be done between local RTI
components in a manner independent of a RTI vendor.

Gateway and proxy federate can be applied to an advanced simulation architecture
design for ROK-US combined exercises, so called KSIMS-JTC confederation which
would include a special purpose interface with C4ISR systems, and a Distributed
Observation Tool (DOT) that executes the remote monitoring of the whole system.

4 An Advanced Simulation Architecture Design

The architecture design requirements necessary to enhance ROK-US simulation in-
teroperability, to be supported in future ROK-US combined exercises, are as follows
[4]. First, the interoperability between ROK and US models, especially from an op-
erational perspective, should accomplish the combined exercise objectives. Secondly,
the system development and maintenance should be easy. Thirdly, the resource reus-
ability should be maximized through minimizing the modification of existing sys-
tems. Fourthly, each country should be able to apply their specific security regula-
tions. Fifthly, the impact of specific model’s constraints to the operation of the whole
system should be minimized.

Even though there are many issues to be considered in simulation architecture de-
sign to fulfill these requirements, this research is focused on the simulation interop-
erability and reusability which are the HLA objectives, and obeyed current HLA
concept and RTI functionality.

4.1 Integration of KSIMS and JTC

Considering the limitations of current RTI functionality, there are 4 possible methods
(Figure 2) that should be considered to interoperate the ROK federation, KSIMS and
US federation, JTC. To link multiple federations, a new component, Confederation
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Fig. 2. KSIMS-JTC Integration Schemes

Interface (CI) is introduced. The CI will function like a proxy federate, facilitating the
joining of multiple federations [11] [14].

Figure 2(a) is a Single Connection architecture, where all federates are joined to a
single federation, called a Combined Exercise Federation (CEF). Figure 2(b) is a
Binary Connection architecture directly connecting KSIMS and JTC through a CIL
Figure 2(c) is a Hierarchical Connection architecture indirectly connecting KSIMS
and JTC through a new Combined Federation and two CIs. Figure 2(d) is a Tree
Connection architecture that integrates the federations, after constructing each federa-
tion that consists of federates sharing the same battle field medium.

The peculiarity of each architecture is as follows. First, the Single Connection ar-
chitecture is based on the JTC currently used in simulation support for ROK-US
combined exercises. In this architecture, the JTC would be expanded with the inclu-
sion of the ROK models. However, this architecture will not allow autonomous de-
velopment and would also limit what specific KSIMS applications could be used.
ROK models would effectively have to be added in stages. Although this architecture
is simple in design, it does not satisfy the second, forth and fifth design requirements.
Secondly, the Binary Connection architecture applies an interface, like a gateway or
proxy federate that directly connects the two federations. There is merit in a simple
architecture to interoperate KSIMS and the JTC. However, a concentration phenome-
non will exist with a single CI enduring the extreme load from each federation.
Thirdly, the Hierarchical Connection architecture is an architecture that applies an
additional upper federation, a Combined Federation with a Combined FOM. Using
this upper federation, the architecture will be able to support the confederation re-
quirements through the maximum utilization of current HLA standard and the func-
tionality of the RTI. However, this architecture could induce internal delay with three
steps being required in each federation’s event transmission. For example, if KSIMS
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creates a certain event, then that event will be transmitted to the ROK CI then to the
Combined Federation, which will process the event and transmit it to the US CI and
finally to the JTC. A Combined FOM should be defined with only the common ob-
jects and interactions of KSIMS and the JTC FOM. Lastly, the Tree Connection ar-
chitecture has merit, it would provide federation performance by settling confedera-
tion requirements between federates sharing the same battle field medium. However,
the complexity of this architecture fails to satisfy the second and forth design re-
quirements.

4.2 Confederation Interface Design

To construct the 3 types of architectures as shown on Figure 2(b), (c) and (d), a CI is
required. As shown at Figure 3, the CI architecture includes configuration elements
such as Surrogate, Transformation Manager (TM), CI Initialization Data (CIID) and a
Mapping Table.
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Fig. 3. Confederation Interface Structure
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The CI conducts the role of connecting Federation F and G as a bridge federate.
Surrogate Sg has surrogating functions to join federation F, collecting federation F’s
information, interfacing between federation F and the TM, and transferring federation
G’s information to federation F. The TM functions to transfer data between Surrogate
S and Sg, and conducts data conversion. Surrogate Sg’s functions are same with that
of Surrogate Sg in reverse.

The CI also synchronizes the simulation time between two federations and may
also play a role as security guard to prevent unnecessary or classified information
transmission. CIID contains the initialized information of the CI operation. The Map-
ping Table saves and refers the object handle value, interaction handle value and data
conversion information necessary to inter-map between the two federations.

4.3 Hierarchical Federation Scheme

In order to develop a ROK Armed Forces federation that reflects the various future
operational requirements, and to ensure the best use of ROK simulation resources for
ROK-US combined exercises, consideration is given to the Hierarchical Connection
architecture as shown at Figure 2(c); development is currently in progress [4].
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A new federation using Hierarchical Connection architecture is defined as the Hi-
erarchical Federation. This scheme can support each countries use of its own federa-
tion with its FOM in combined exercises, which would minimize additional modifica-
tion of existing federations. CI would support each countries application of its own
security regulations, by not fully exposing its FOM to the other participants. The CI
would also be capable of relaying information even though each federation uses a
different kind of vendor and version of RTI. Compared with a single federation, the
whole federation’s execution efficiency would be maximized since the number of
federates to be controlled by one RTI decreases.

One consideration that must be taken into account is the concentration phenomena
at each of the CI’s. Each event transmission would have to pass through each CI and
the upper federation. There may also be some technical risk in the development of the
CI, especially for a heterogeneous environment.

5 Prototyping and Testing

The CBSC developed a pilot system of the hierarchical federation architecture using
CI as shown in Figure 4.

ROK-US Combined Federation:
Combined Exercise Federation (CEF|

/ US Federation:

oint Training Confederation (JTC)

ROK Federation: \

Korean Simulation System (KSIMS)

JTC FOM

US — HLA ROK - HLA
Connection Connection

Model

K(CBS)

Model

(Awsml)/

Fig. 4. System configuration of a pilot system

The pilot system consisted of three federations; the Joint Training Confederation
(JTC) for US Federation, the Korean Simulation System (KSIMS) for ROK Federa-
tion and the Combined Exercise Federation (CEF) for ROK-US Combined Federa-
tion.

The development environment was embodied with C++ and JAVA language on
Windows 2000 and Linux RH 7.3. RTI-1.3NG v6.4.3, currently used in ROK-US
combined exercises, was applied. CJ21 (Ground model), Chung-Hae (Naval model),
SAFE-Air (Aerial model), SimTest (events generator) and STAAR (System for Thea-
ter level After Action Review) participated in KSIMS as federates. CBS, RESA and
AWSIM participated in the JTC, and FMT (Federation Management Tool) and
KFMT (Korean Federation Management Tool) participated in the upper CEF, which
was confederated through Cls.
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The CI simultaneously joins two different federations and then executes the Trans-
formation Manager (TM) function, which undertakes the RTI service relays and nec-
essary data conversion. The Federation, Declaration, Object and Time Management
services [7] are relayed, while the relay functions of Ownership and Data Distribution
Management services are not.

The hierarchical federation successfully executed in several stages such as in ini-
tialization, federation joining, time control policy establishment, Mapping Table reg-
ister, and declaration management. It then transmitted events between KSIMS and
JTC through CEF until destroyed by the ending order.

The actual test was divided into an integration test, functional test, and perform-
ance test which was conducted at the ROK-US Confederation Test [5]. Several dif-
ferent size log files in various testing environments were used in the execution of
these tests. The maximum size of a log file was approximately 680,000 messages
with 12,000 object instances for 30 hours of simulation time.

In the integration test, KSIMS, JTC and CEF were successfully integrated into a
hierarchical federation using a ROK CI and US CI. In the functional test, the com-
bined operational functions such as interoperation among air, ground and sea, were
properly confederated in a whole federation. However, ground to ground confedera-
tion such as CJ21 to CBS was not fully supported due to the current limitations of
CBS. The game to real-time ratio objective, based on combined exercise requirements
(1.5:1), was met and exceeded at 3:1 during the performance test.

Based on the test result, we confirmed that the hierarchical federation architecture
could be positively considered as an actual exercise simulation architecture.

6 Conclusion and Further Research

This paper presents the hierarchical federation architecture that would apply to ROK-
US combined exercises, such as Ulchi Focus Lens (UFL). This architecture can en-
hance the reusability of the existing federations developed and operated by each
country, and achieve the interoperability of multiple federations with minimal effort.
Also, this architecture supports each countries security regulations in combined exer-
cises without modifying their federation. The impact of specific model’s constraints
to the whole system operation is also minimized.

This study’s goal is to provide an improved simulation architecture for ROK-US
combined exercises that would enhance the training for the defense of Korea. The
architecture would also provide a great level of enhancement in the exercises while
reducing costs. This same architecture would be applied to simulation interoperability
with other allies as a useful precedent.

For this architecture to apply to a real domain there are several issues to be re-
viewed, including enhancement of quality factors such as completeness, robustness,
availability, and maintainability. Further research must be conducted in the following
areas. First, pertaining to completeness, all RTI services based on HLA Interface
Specification should be covered in the CI relay functions. Secondly, pertaining to
robustness, solutions concerning the bottleneck phenomena of the CI should be con-
sidered in the design of the CI structure and upper federation’s FOM. Thirdly, focus-
ing on availability, disparate RTI execution should be guaranteed to support operating
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environments with a Wide Area Network (WAN) around the world. Lastly, focusing
on maintainability, the Federation Development and Execution Process (FEDEP)
should be advanced to respond to new requirements on multi federation environ-
ments.
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Abstract. At the initiation stage of project, a project pre-planning is an essen-
tial job for project success, especially for large-scale information system pro-
jects like ERP (Enterprise Resource Planning). Systematic estimation of re-
sources like time, cost and manpower is very important but difficult because of
the following reasons: 1) it involves lots of factors and their relationships, 2) it
is not easy to apply mathematical model to the estimation, and 3) every ERP
project is different from one another. In this article, we propose a system named
PPSS (Project Pre-planning Support System) that helps the project manager to
make a pre-plan of ERP project with case-based reasoning (CBR). He can make
a project pre-plan by adjusting the most similar case retrieved from the case
base. We adopt rule-based reasoning for the case adjustment which is one of
the most difficult jobs in CBR. We have collected ERP implementation cases
by interviewing with project managers, and organized them with XML (Exten-
sible Markup Language)

1 Introduction

In the late 1990’s, several articles have reported failures and budget run-over of ERP
projects, and some of them analyzed what have made the ERP implementations more
risky [8], [10], [13]. Ross asserts that characteristics of ERP projects are far different
from those of previous information system(IS) projects in a sense that an ERP project
is a kind of BPR(Business Process Reengineering) and it involves changes of indi-
vidual line of work, business process, and even company organization [13]. Krasner
stressed management problem of ERP project such as integrated project team plan-
ning, a formal decision-making, managed communication and top-management in-
volvement [10]. Especially, he suggested applying lessons learned from earlier im-
plementations to later implementations. Hawking proposed that an ERP project is a
large scale complex information system and requires careful planning of time and
budget to avoid project disaster [8]. Due to those potential risks, companies hesitate
to invest large money into ERP implementation project. In short, ERP project is com-
plex, project management is more critical than software development efforts, and its
impact into organization is usually huge, so more careful project planning is highly
recommended.

Relative to the other phases in information system (IS) project life cycle, the im-
portance of the initiation phase has been emphasized by many field practitioners and
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academic researchers. It has been demonstrated that a poor planning takes more time
and workforce afterwards, and this phenomenon is usually getting worse as time goes
by. Poor project planning is revealed as one of the most common factors of IS project
failure [5], [9], [15], [17]. Dvir showed positive correlation between project planning
efforts and project success [5]. ERP projects, a kind of IS project, are no exception.

By the way, project manager cannot take much enough time for scoping and plan-
ning in the initiation phase, because management often presses him to start project
work instead of spending time to generate a project detail plan [16]. At the initiation
phase, management wants to know resource requirements for ERP implementation
approximately not with exact figures. One of the most effective ways for project
manager to persuade management is to show real figures of previous projects of simi-
lar size companies in the same industry. He could somewhat justify his project plan
(resource plan, time plan, man-month plan, project team plan, implementation meth-
odology) with those information. But he has got no systematic support for the plan-
ning, and has no choice but to depend upon his own experiences and knowledge. His
individual experiences and knowledge is, however, very confined and unorganized,
so it is hard to apply in systematic manner.

There have been two supporting tools for project manager’s planning job. One is a
project management tool like PERT and COCOMO model that help making activity
plan and estimation of project effort, respectively. However, both are not suitable for
the early stage of IS project, because they require quantified data to generate detailed
activity plans and exact estimations. The other is a knowledge management system
that stores previous project implementation experiences into knowledge base and
provides information from the knowledge base to project managers with search-based
manner. Though knowledge management systems can serve useful information, ap-
plying searched information to the planning job is another matter. In other words,
making a pre-plan is still done by project manager’s artwork.

Case-based reasoning (CBR) is a research paradigm in machine learning, which
has been well applied to problems with success and failure cases and hard to find
analytic solving heuristics. CBR is based upon the idea that previous solutions,
whether successful or not, can lead to useful solutions for new problem. CBR system
can provide a solution by adaptation of previous solutions.

We suggest that CBR can be well applied to ERP project pre-planning problems:
ERP project sizing and resource estimation. Project pre-planning is usually done at
the end of ‘Scope the project’ and before ‘Developing project plan’ which means full-
out undertaking of project (Fig. 1). At this time point, management wants to know
pre-planning results: rough estimation of resource requirement for project. Since
1990’s, a plethora of companies have implemented ERP, we could get some cases to
use in CBR for ERP project pre-planning.

We developed a prototype system PPSS (Project Pre-planning Support System) us-
ing CBR approach for ERP project manager’s pre-planning job. The case base of
PPSS is organized by XML(eXtensible Markup Language), and 4 R’s of CBR rea-
soning cycle: retrieve, reuse, revise, retain of cases are performed in PPSS with ASP
and Visual Basic program. The PPSS would be helpful for both project managers of
companies implementing ERP and contractors like EDS, IBM, etc. Theses consulting
firms can garner their ERP project experiences and knowledge.
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Scope | Develop o | Launch o | Monitor/Control Close out
Project Project Plan Plan Progress — Project
Project
Pre-Planning

Fig. 1. Pre-planning in Project Development Life Cycle

The remainder of paper is organized as follows. The next section describes the re-
lated researches: CBR applications to IS or ERP planning. In section 3 and 4, we
explain how to organize cases of PPSS by using XML and reasoning process of PPSS
to generate a plan. Section 5 considers contributions and further researches.

2 Related Researches

CBR is a generic methodology and has been applied to many problems in diverse
areas such as medical diagnosis, engineering product sales, electromechanical device
design, robotic navigation, to mention but a few [2], [11], [14].

The use of analogies for IS project have also been suggested by many researchers
and applied successfully. Grupe explored CBR as a mechanism to improve software
development productivity and quality at each stage of software development process:
requirement definition, effort estimation, software design, troubleshooting, and main-
tenance process [7]. Among software development stages, effort estimation is one of
the most frequently mentioned issues since Boehm suggested at first [4], [9], [12].

When applying CBR, we should consider several decision parameters such as fea-
ture subset selection, analogy adaptation, and similarity measure selection. In this
paper, we describe how to configure these decision parameters for ERP pre-planning
problem in PPSS. Other contributions of PPSS at Table 1, XML-based case organiza-
tion and rule driven adaptation will be explained in section 3, and 4.

Table 1. CBR Applications to Information System Project

Author Domain Problem Contribution
Grupe (1998)  |Software development processes |- Application exploration
Kadoda (2001) |Software project effort prediction |- CBR configuration for application

Mendes (2002) |Web project cost estimation - CBR configuration for application
ERP project - CBR configuration for application
Kwon (2004) - XML-based case organization

- Rule driven adaptation

3 Case Base of PPSS

In this section, we explain the structure and building process of the PPSS case base.
A case is usually a collection of attribute value pairs. We derived case attributes from
literatures and we elaborated them with ERP project manager’s interviews. The se-
lected case attributes are categorized into two groups: company characteristics and
project determinants. Project managers want to examine previous ERP project experi-
ences of other similar companies, so company characteristics play a key role for
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Fig. 2. Company Characteristics Attributes

searching similar cases in reasoning process. Resource requirements for ERP project
are also dependent upon company characteristics like business type, information
system, ERP requirements, etc.

Company characteristics have three sub-categories of attributes: company general
facts, information system and ERP requirements. Fig. 2 shows the structure of com-
pany characteristic factors. Company general facts include business type, size, reve-
nue, number of employees, process complexity. Information system sub-category
includes legacy system information and company’s intimacy level of information
system. If a company has legacy systems and want to use some of them, project man-
ager should recognize them as systems to be linked or integrated with ERP. As legacy
system integration or linkage often become a technology-barrier and time-consuming
job, how many this kind of legacy systems exist and integration level are significant
for ERP implementation. ERP requirements include modules of ERP to be imple-
mented with number of users and transactions and distributed ERP implementation
according to geographic locations or business divisions.

Second group of attributes is ERP project determinants, which are of resource in-
vested to complete project such as project team, budget, time period, and project
management methodology. Project manager can guess resource requirements for his
own project from this information. Fig. 3 shows the structure of ERP project determi-
nant attributes.

Project manager’s one of the most pressing jobs in the early stage is building pro-
ject team [3]. Project team is usually organized with functional areas with various
skill level members. Labor cost usually depends on skill level of ERP consultants,
programmers, and other members. Project budget is a management’s top concern, and
project manager needs previous project’s budget items and their allotments. Project
time varies according to resources put in and project scope. Should a company ex-
pand the scope of ERP implementation, then it will increase the time or other re-



PPSS: CBR System for ERP Project Pre-planning 161

Super Project
Case Quality Manager
Attributes High Project
Quality Mgt. Team
Company _Leyel of g
Characteristics Skill Midd}e Quality
Quality Mgt. Team
Project
Determinants |__|Low ) Standard Team
Quality
.
| [Project Function
Team Area System
ERP Admin Team
| |Package Programmer

HW __|Project '
Preparation

Labor "
— i Definition
Cost Business

Blueprint -
Budget Education — Operan'on
™ |Cost Realization Analysis

I

General | |Final Solution
Cost Preparation Design
Time | go Live & Build
~ [Period upport —
Transition

Production

1l

Fig. 3. ERP Project Determinant Attributes

sources. And project time period decreases, as more man-month input. The informa-
tion of how much time spent at each stages of project life cycle is another concern
and helpful for project manager. Most ERP package vendors have their own ERP
implementation methodology, so determination of ERP package often means selec-
tion of ERP implementation methodology. Each methodology has 4 to 6 stages, and
the time period of each stage will be a good reference for project manager.

We use XML (eXtensible Markup Language) framework to represent and organize
a case base. Benefits that XML framework provides are flexibility to organize and re-
organize case structure, independence between content and representation, easiness to
search data from case base, reusability by modularizing case base. As data organiza-
tion of a case usually has a hierarchical tree structure, XML is one of the most suit-
able framework to both organize and represent a case. Abidi has shown how elec-
tronic medical records can be readily transformed into XML format and used as cases
in medical diagnostic system [1].

In order to organize a case, we use DTD (Document Type Definition) of XML.
DTD is a declaration of data structure, a kind of metadata. When a new case is cre-
ated, a XML parser checks whether the data structure is accord with DTD or not. For
representation of a case, we use XSL (eXtensible Style-sheet Language), a kind of
transformer XML contents into a well-formed format for Internet browser. Fig. 4 and
Fig. 5 show a part of DTD and XML content of a case respectively.
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<?xml version="1.0" encoding="EUC-KR"?>
<!ELEMENT Cases (Case+)>

<!ELEMENT Case (Characteristics,Determinants)>
<IATTLIST Case id CDATA #REQUIRED>

Company Characteristics -->

<!ELEMENT Characteristics (GeneralInfo,SysInfo,Requirement)>
<!ELEMENT GeneralInfo (Biz-

Type, Size, Employee, Sales, ComplexityOfBizProcess) >

<!ELEMENT BizType (#PCDATA)>

<!ATTLIST BizType PubORPrivate (Public|Private) "Private">
<!ELEMENT Size (#PCDATA)>

<!ELEMENT Employee (#PCDATA)>

<!ELEMENT Sales (#PCDATA)>

<!ELEMENT ComplexityOfBizProcess (#PCDATA)>

-->

<!ELEMENT SysInfo (LegacySystem,Intimacy)>
<!ELEMENT LegacySystem (Link?, Platform?)>
<IATTLIST LegacySystem Usage (Y|N) "y">
<!ELEMENT Link (Internal|External)>
<!ELEMENT Internal (#PCDATA)>

<!ELEMENT External (#PCDATA)>

<!ELEMENT Platform (DB,ClientOS, Server0OS)>
<!ELEMENT DB (#PCDATA)>

<!ELEMENT ClientOS (#PCDATA)>

<!ELEMENT ServerOS (#PCDATA)>

<!ELEMENT Intimacy (#PCDATA)>

Fig. 4. Part of DTD of Cases.xml

<?xml version="1.0" encoding="EUC-KR"?>
<!DOCTYPE Cases SYSTEM "cases.dtd">
<Cases>
<Case id="1">

<Chracteristics>

<GeneralInfo>
<BizType PubORPrivate="Public">Leisure</BizType>
<Size>Middle</Size>
<Employee>700</Employee>
<Sales>1000000000</Sales>
<ComplexityOfBizProcess>Low</ComplexityOfBizProcess>
</GeneralInfo>
<SysInfo>
<LegacySystem Usage="Y">
<Link>
<Internal>45</Internal> </Link>
<Platform>
<DB>Oracle</DB>
<ClientOS>Win98</Client0S>
<Server0OS>Win2000</Server0S> </Platform>
</LegacySystem>
<Intimacy>High</Intimacy>
</SysInfo>
<Requirement>
<Module No="2">
<Name>FI</Name>
<User>200</User>
<Transaction>100</Transaction>
<Name>CO</Name>
<User>200</User>
<Transaction>100</Transaction> </Module>
<Decentralization>4</Decentralization>
</Requirement>

</Charicteristics>

Fig. 5. Part of Case Representation with XML



PPSS: CBR System for ERP Project Pre-planning 163

4 Reasoning Process of PPSS

Reasoning process of PPSS follows the general process of CBR: retrieve, reuse, re-
vise and retain. Fig. 6 shows the reasoning process of PPSS. In order to retrieve the
most similar case, a project manager should input facts about his problem, ERP pro-
ject pre-planning. Company characteristics in Fig. 2 are major information to be input
into PPSS.

Project Manager

Input Company
Characteristics

Case Base Search
Similar Case

Restore
Casc

a

Identify
Unsatisfied Factors

Fig. 6. Reasoning Process of PPSS

Based upon input information, PPSS retrieves the similar case by using the nearest
neighbor algorithm. Among cases in case base, the case with the biggest similarity
index value is selected as the most similar case. Equation (1) is a formula for comput-
ing similarity index value in PPSS with the nearest neighbor algorithm.

N
Similarity (T, $)= 3, 7.8, ) % w,
l:

Max(T-,Si)’ 11 attrioute 1 has numeric or scale value

Ji= 1, ifattribute i has descriptive value and T. = S, (1)

0, ifattribute i has descriptive value and T, # 5,

T: Target Case, S: Source case
i: i Attribute N: Number of Attributes
f;: Similarity Function for Attribute i,  w;: Importance Weight of Attribute i
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For numeric and scale value attributes, we adopt comparative magnitude of two
values as similarity function. The function can give a normalization effect to numeric
value attributes with different scales. For descriptive value attributes, we adopt zero
or one dichotomy function: 1 if two values are equal and 0 otherwise. Weight is ap-
plied to reflect comparative importance of attributes. Most interviewee replied that
‘business type’, ‘decentralization’, ‘number of ERP modules introduced’, ‘transaction
volume’, and ‘ERP package’ are more important factors than the others. Therefore,
we put double weight to ‘decentralization’ and triple weight to ‘number of ERP mod-
ules introduced’, ‘transaction volume’, and quadruple weight to ‘business type’ and
‘ERP package’.

Then, we need to adjust the most similar case to the current problem. PPSS system
has a rule-base which contains knowledge for ERP pre-planning. For example, ‘If
ERP is implemented at the multiple places and to be integrated, cost for consulting
manpower usually rises by 10 ~ 20%.” There exist some causal relationships among
attributes and we can get knowledge of this kind during interviews with project man-
agers who have experiences on ERP projects. PPSS displays the relevant rules to
project manager when he adjusts and determines attribute values by himself. We can
also make PPSS to adjust the similar case automatically, that means rule-based rea-
soning is started not by user but by PPSS. But for the most pre-planning job, human
judgment is crucial and rule-based knowledge just supports human judgment like
most rule-based systems. Fig. 7 shows the screen shot of case adjustment. At the
bottom, you can see the relevant rule associated with the attribute ‘Labor Cost’.

Marling surveyed CBR integrations with other methodologies such as rule-based
system, constraint satisfaction problem solving, genetic algorithm, information re-
trieval [11]. They gave several example hybrid systems of CBR and rule-based sys-
tem, but two systems were in equivalent position for problem solving. PPSS uses
rule-based system as a case adjustment tool, a part of CBR in order to help project
manager adjust the attribute value, one of the most difficult manual jobs.

[ _ = Dlil
OE BEE 2 SHINE D ESTH)
Case No =5/13  Similarity Value =0.93 | Current Problem: D Chemical

Standard Management Team: 2 «l| Standard Management Team |2 [~
Consultant: 20 Consultant |20
System Admin Team:' 5 System Admin Team [5
Programmer: & Programmer [E

Budget Budget
Software: $20,000,000 Software [+70,000,000
Hardware: $6,000,000 I [+5/000.000
Labor Cost: $10,000,000 BT
Erlicatinn Cost %2 000 00N gl -8portos | |

Rule—6 IF Multiple _Implementation >=2
THEN 5~10% _More_Labor_Cost

IF ERP_Package = SAP

e THEN Project_Methodology = ASAP =l

Fig. 7. Sample Screen of Case Adjustment
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According to the general CBR process, the adjusted case is restored into case base
as a new case. However, PPSS stores the adjusted case as an ‘in-progress case’ which
means the case should be readjusted with the real figures at the end of ERP project.
So, cases in progress status are excluded in default, when PPSS retrieves similar case.
When a new case is stored in case base, the case representation follow XML format
defined by DTD.

5 Conclusion

ERP is one of the most important information systems for corporate, so whether ERP
project succeed or not is crucial for corporate. Project pre-planning is far more impor-
tant for ERP project, because ERP project is not a matter of software development but
a matter of project management such as business process reengineering, change man-
agement, project team making.

We proposed a framework and system that supports project manager to pre-plan
ERP project by using CBR method. We surveyed and organized attributes which are
factors project manager should consider. Two things are methodological improve-
ments from normal case-based reasoning. First, we adopt XML scheme as representa-
tion and organization tool for case content. Case structure can be easily re-organized
by DTD, and represented in the web environment without change of case contents by
XSL. Second thing is hybrid framework of case-based reasoning and rule-based rea-
soning. We adopt rule-based reasoning as an adjustment tool of the selected case. By
using rule-based reasoning, we can systematically help PPSS users to adjust case,
which is the most difficult job in case-based reasoning.

The more cases does PPSS store in case base, the more feasible solution PPSS
provide. Current PPSS is a prototype system with 8 cases in a way that shows the
proposed framework. So PPSS needs more cases stored in order to help ERP project
in the field. Another thing to be stored up to meaningful level is knowledge of ERP
project, which is in form of rule in PPSS. In order to give more expressiveness and
smooth adjustment, constraint representation and constraint-based reasoning would
be introduced in PPSS.
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Abstract. The analysis of the scheduling problem in FMS using the transitive
matrix has been studied. Since the control flows in the Petri nets are based on
the token flows, the basic unit of concurrency (short BUC) could be defined to
be a set of the executed control flows in the net. In addition, original system
could be divided into some subnets such as BUC of the machine’s operations
and analyzed the feasibility time in each schedule. The usefulness of transitive
matrix to slice off some subnets from the original net, and the explanation in an
example will be discussed.

1 Introduction

In FMS, one of the most important subjects is to formulate the general cyclic state-
scheduling problem. Especially, scheduling problems have been arisen when a set of
tasks has to be assigned to a set of resources in order to optimize a performance crite-
rion [15]. Since the state space explosion occurs during the analysis of the system
including concurrent modules, it is difficult to analyze and understand the large sys-
tem composing of several modules. Various scheduling methods to solve these prob-
lems have been proposed [1-11,15-17], and classic cyclic schedules represented by a
particular class of Petri nets (short PN)[5].

The transitive matrix could be explained on all relationships between places and
transitions in PN. In this paper, we focuses on developing a more simple and efficient
method for the analysis of cyclic scheduling problem in FMS. After slicing some sub-
nets (BUCs) with transitive matrix, a new simple method is developed.

Petri Nets and place transitive matrix in section 2 and basic unit of concurrency in
section 3 will be defined. In section 4, an extraction of optimal sequence after slicing
some BUC based on the transitive matrix in an example will be discussed, and in
section 5, the benchmarking resultants after the analysis with the performance evalua-
tion factors will be shown. Finally, a conclusion will be given in section 6.

2 Time Petri Nets and Transitive Matrix

In this section, certain terms, which are often used in the latter part of this paper, are
defined [9, 12-14].

Let N=<P,T,I,O,M,,t>be a Time Petri Nets, where P is the set of places, T is the
set of transitions, and PNT = ¢, I.T->P” is the input function, O:T->P” is the output

T.G. Kim (Ed.): AIS 2004, LNAI 3397, pp. 167-178, 2005.
© Springer-Verlag Berlin Heidelberg 2005



168  Jong-Kun Lee

function. MyeM= {M|M:P — N}, Mg is an initial marking, N: N is the set of

positive integers. T(t) : T— N. 1(t) denotes the execution time (or the firing time)
taken by transition t.

The number of occurrences of an input place P; in a transition t; is #(P;I(t;)), also
the number of occurrences of an output place P; in a transition t; is #(P;,O(t;)).

The matrix of PN structure, C is C=<P, T, C", C*>, where P,T are a set of places
and transitions, respectively. C" and C* are matrices of m rows by n columns defined
by

C =[Ij] = #(P;,1(tj)), matrix of input function,
C" =[0,j] = #(P;,O(t;)), matrix of output function.

And an incidence matrix B, B=C"- C".

(Def. 2.1): Invariant

A row vector X = (Xy, X, ..., X;,) is P-invariant if XeB = 0, where X#0. A column-
vector Y = (yq, Y2, -.-s yn)T > 0 is called a T-invariant, if BeY = 0, where Y is an inte-
ger solution x of the homogeneous matrix equation and Y#0.

(Def. 2.2): Place transitive and Transition matrix
Place transitive and transition matrix are as follows;

Cp=C(CH"

Cr=(CH'C
This time, we may extend a definition (Def. 2.2) to show the relation between transi-
tions and places, and call this new definition as “labeled place transitive matrix’:

(Def. 2.3): labeled place transitive matrix,
Let LCP be the labeled place transitive matrix:
- 7: +\T
Lop =C diag(t, t,,...t, )(C")

The elements of L.p describe the direct transferring relation that is from one place to

another through one or more transitions.

(Def. 2.4): Let Lp be the mxm place transitive matrix. If a transition f, appears s

times in the same column of Lp, then we replace ¢, in Lp by ¢, /s in Lgp.

3 BUC (Basic Unit of Concurrency)
3.1 BUC Choose Algorithm

Since the control flows is based on the token flows, the independent tokens status can
be explained by a control flow. If a token is divided into several tokens after firing a
transition, a control flow can be allocated to several flows by the same manner. Ac-
cordingly, we define that BUC is a set of the executed flow control based on the be-
havioral properties in the net. Herein we would like to propose an algorithm to slice a
Petri net model in resource shared, after defining P-invariants, which can be used in
constructing concurrent units [9,12] as follows:



A Scheduling Analysis in Fms Using the Transitive Matrix 169

(Def. 3.1): BUC
A P-invariant, which is not contained in other P-invariants, is called BUC.

In the FMS model, there are several resource-shared situations in the machine so we
slice BUC based on the resource shared of machine. This means that the sliced BUC
is a P-invariant based on the machine.

We chose the BUC in the resource shared model after foaming the place transitive
matrix, which was defined in previews section. In this paragraph we show a choice
algorithm.

Algorithm: Choose BUC algorithm
Input: N = <P, T,I,O,M>
Output: BUC of N, NS=<P5,T5,15,05,M5>

(1)Define LCP in the Place transitive matrix.

(2)Find BUC based on the resource shared places(machines).

(3)Find the all-relational places in each column LCP and make an element of own
BUC with this initial marking place (machine). Also, link the same place after

finding the place in row.

Example: BUC
In this concurrency model, to partition the independently concurrent sub-net is impor-
tant in the slice of the nets. The transitive matrix of place Lcp of this model is as fol-
lows (Table 1):

Table 1. Transitive matrix of (Fig. 1)

p1 p2 p3 p4 pd

0 t2 t2 0 0 P1
t3/2 0 0 t4 0 P2
t1/2 0 0 0 t5 P3

LCP: tl/2 0 0 0 0 P4
t6/2
t3/2

o 0 0 o| ™
t6/2

Fig. 1. A model of Petri net

In this table, we consider one place pl as the initial token. In the first column, if we
choose pl, we can find p2 and p3 using transition t2. The two places p2 and p3 are
shown the concurrences. Now, if we select p2 with transition t2 and choose p2 in the
row, we can find pl with t3 and p4 with t4. In the case of p4 in row, pl can be se-
lected using t1 and t6. If these places and transitions are connected, it becomes a con-
currence as shown in Fig. 2.a. On the other way, if we choose p3 with t2 then we will
obtain another BUC, (b) in (Fig. 2).
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p
tl 2
p3
t5
pS
6

(a) BUC, of P1 (b) BUG; of P1
Fig. 2. BUC of model Petri net

3.2 BUC Properties

The system is divided into BUC by the method of the partitioning based on the behav-
ioral properties in the net. The Time Petri nets slice produced using the chosen algo-
rithm is defined as follows:

(Def.3.2): BUC slice
Let N=(P,T,F,M,1) be a Time Petri net, where the places set P is divided by BUC
choose algorithm, where F < (P x T) U (T x P) is the flow relations. BUC are de-
fined as (BUG; | i=1, ..., n) and each BUC; = (P;,T;,F;,M;,1;) satisfies the following
conditions.

P;=P_BUC;,: a set of place sets which are obtained by the choose algorithm

Ti={te T|se P, (s,t)e For(t,s) e F},

F={(p,e F,(t,pe Flpe P,te T; },

V1, e 1, t(t) = t(t) and Vp € M;, Mi(p) = M(p).

In the Petri net model, the behavioral condition of transition t is all predecessors’
places ( °t), which are connected with transition t, has a token. Petri net slices are
divided into subnets based on BUC by transition level. A behavioral condition is
defined as follows:

(Def. 3.3) Behavioral condition
Let BUG; = (P, T;,Fi,M;,7;) be a set of BUC which is obtained by the chosen algo-
rithm.

V t; € T;, transitions t; should be satisfied one of the following behavioral condi-
tions:
(1)if transition t; is not shared: satisfy the precondition of transition t; only.
(2)if transition t; is shared by several Slices: satisfy the preconditions in all BUC,

which have transition t;.

(Def.3.4) Behavioral Equivalent:
Let P and Q are two Time Petri Nets, if two reachability graphs of P and Q are one-to-

one mapping, then P and Q can be defined as: P = Q since they are functionally
equivalent.
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(Theorem. 3.1) Let N be a Time Petri net and Ns be a set of BUC that is produced by
the chosen algorithm. If Ns satisfy the behavioral conditions, then N and Ns will be
functionally equivalent (N = Ns).

(Proof) We prove this theorem by assuming that if the place p is an element of BUC,
p is an element of N, such that p€ ot, <5 pe ot .

(=) Since the p is an element of P;, 3 t; € T;  such that p € et;. And by the BUC defi-
nition, P; = P_BUC;, P_BUC; is a set of place which is obtained by the chosen algo-
rithm, such that P_BUC; c P. So, it can be said that if p € et; , p € oty will be true.
(&) Consider if p € P and p¢ P_BUC; then P ¢ P_BUC,. If p € P, te T such that pe
ot. And p& U ot in this case, it can be said that U et = Pi but by the defini-
teT; teT; i=1
tion of BUC, P; is a set of places which is obtained by the chosen algorithm, such that
P, c P. Soif p e P and pg P_BUC; then P ¢ P_BUC; is not true.

4 Extraction of Sub-net of Petri Nets Using Transitive Matrix

We consider a system with two machines such as M1, M2 and two jobs such as OP4
and OPjg as shown in Fig. 3 [3]. Let us assume that the production ratio is 1:1, which
means that the goal is to manufacture 50% of OP, and 50% of OPg. Opa: t1(5) t2(5)
t3(1), Opg: t4(3) t5(4) t6(2), and M1: Opai(tl), Opas(t3), Oppa(t5) M2: Opas(t2),
Opg1(t4),0pg3(t6), where () is an operation time.

Table 2. Transitive matrix of (Fig. 3)
p1 p2 p3 p5 p6 M1 M2

[0 t/2 0o t4/2 0 t1/2 t4/2] Pt

0 0 t2/2 0 0 0 t2/2] p2

t3/2 0 0 0 0 /2 0 P3

0 0 0 0 t5/2 t5/2 0 P5
0 0

t6/2 0 0 0 t6/2| ps
t1/2

t3/2 tl/2 0 0 t5/2 t3/2 0

t5/2
t6/2

/2 0 t2/2 t4/2 0 0 t2/2| M2
t4/2

Lep =
M1

Fig. 3. A model, which has two resources,
shared

We are ignored the places wl and w2 and transition tw in this example for easy
work. Now, the transitive matrix of example net is described in Tab. 2. In this table,
the initial tokens exist in M1 and M2. The cycle time of OP, and OPg is 11 and 9,
respectively.

Now, we select row and column of pl, p3, p5, and M1 in (Tab. 2), and make one
BUC of M1 based on the selected places and transitions. The selected BUCs of ma-
chines M1 and M2 are shown in Fig. 4 and Fig. 5.

Based on these BUC, the optimal solution of this example can be obtained as
shown in Fig. 6. Specially, the optimal schedule of two cycles is also obtained.
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(2) BUC of M1 (b) BUC,of M1 (¢) BUG,of M1

Fig. 4. BUC of M1

(2) BUC, of M2 (b) BUG, of M2 (¢) BUC, of M2

Fig. 5. BUC of M2

W.LP.
A LW, I OP.. [GP.,___OP,, ]
W,
Bi.Ws 2T IO 9 ) IO N Orlor [op,, ]
time
machines
M, QP OP,, [_op, [OP,,  OP,, [ o, 1]
M, OP.[ 0P, | OP,, [OP,.[ 0P, 1 OP,, ]
time
0 t+10 20
« Cr=T0tu > < T=T0tw >

Fig. 6. Optimal schedule

5 Bench Mark
5.1 Notations

In this section, one example taken from the literature is analyzed in order to apply
three cyclic scheduling analysis methods such as Hillion[4], Korbaa[6], and the previ-
ously presented approach. The definitions and the assumptions for this work have
been summarized [6].
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The formulations for our works, we can summarize as follows:
uy)=>.D(t)
viey , the sum of all transition timings of y
M(y) (=Mo(Yy)), the (constant) number of tokens in v,
C(y) = W(y)/M(y), the cycle time of v,
Where vy is a circuit.

C* =Max(C(y)) for all circuits of the net,
CT the minimal cycle time associated to the maximal throughput of the system:
CT =Max(C(y)) for all resource circuits = C*

Let CT be the optimal cycle time based on the machines work, then WIP is [6]:

> Operating time
OS to be
WIP= ¥ carried by i ;
pallets type i cr
("
0os
' O Q O
‘_~= A
O O
4. 4.
O U O U
tll tll
@ 2
O ¢ )
) )
—ﬁé P,(P) oM OM P(P)g
ﬂ fa tp ty w2 AN

U M, M,
[OONO}

Fig. 7. lllustrative example
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We introduce an illustrative example in Camus[1], two part types (P, and P,) have
to be produced on three machines U;, M; and M,. P; contains three operations: u;(2
tu.) then M;(3 t.u.) and M,(3 t.u.) P, contains two operations: M;(1 t.u.) and U;(2
t.u.). The production horizon is fixed and equalized to E={3P,, 2P,}. Hence five parts
with the production ratio 3/5 and 2/5 should be produced in each cycle. We suppose
that there are two kinds of pallets: each pallet will be dedicated to the part type P1 and
the part type P2. Each transport resource can carry only one part type. The operating
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sequences of each part type are indicated as OS1 and OS2. In this case, the cycle time
of OP;;, OS12 and OS; are all 7 and Op,; and OSy, all 3, also the machines working
time of Ul is 10, M1 is 11 and M2 is 6. So the cycle time CT is 10. The minimization

WIP is:
WIP — {z Operating Times of OSPI—‘
CT
N Z Operating Times of OS ,
CT
{7+7+7] F+31
= + 3
11 11
5.2 Benchmark
By the example, we can obtain some results like as the following figures (Fig. 8-10).
1) Optimization

2)

3)

The Hillion’s schedule[4] has 6 pallets and the Korbaa’s schedule[3] 3 ones and
the proposed schedule 4 ones. This solution showed that the good optimization of
Korbaa’s schedule could be obtained and the result of the proposed schedule
could be better than that of the Hillion’s.

Also, the solutions of the proposed approach are quite similar to (a) and (c) in
Fig. 10 without the different position.

Effect

It’s very difficult problem to solve a complexity value in the scheduling algorithm
for evaluation. In this works, an effect values was to be considered as the total
sum of the numbers of permutation and of calculation in the scheduling algorithm
to obtain a good solution. An effected value of the proposed method is 744, i.e.
including all permutation available in each BUC, and selecting optimal solution
for approach to next BUC. An effect value to obtain a good solution is 95 in the
Korbaa’s method; 9 times for partitions, 34 times for regrouping, and 52 times for
calculation cycle time. In the Hillion’s method, an effected value is 260; 20 times
for machine’s operation schedule and 240 times for the job’s operation schedule.
Time

Based on the three algorithms, we can get time results for obtaining the good solu-
tion. Since this example model is simple, they need very small calculation times;
1 sec for the Korbaa’s approach and 1.30sec for both of the Hillion’s and the pro-
posed approaches. The Korbaa’s approach has minimum 1 minute and maximum
23 hours in the 9 machines and 7 operations case in Camus[1], while the prposed
approach 3 minutes. Meanwhile the Hillion’s and the Korbaa’s approaches belong
to the number of the operation and the machines, the proposed method to the
number of resource shares machines. This means that the Hillion’s and the Kor-
baa’s approaches analyzing times are longer than the proposed one in the large
model. As the characteristic resultants of these approaches are shown in Fig. 11,
the Korbaa approach is found out to be good and the Hillion approach is to be ef-
fectiveness in the time. And on the effort point, the proposed approach is proved
to be good.



A Scheduling Analysis in Fms Using the Transitive Matrix

regrouping
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A W
W,
A W
muachineg
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Fig. 8. Hillion’s schedule
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Fig. 9. Korbaa’s schedule
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Fig. 10. Proposed schedule
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Fig. 10. (Continued)

6 Conclusion

The analysis of the schedule for the determination of the optimal cycle time after
slicing BUC using the transitive matrix has been studied. The scheduling problem in
the resource shared system was strong NP-hard. That meant that if the original net
were complex and large, then it could be difficult to analyze. To solve this problem,
an algorithm to analyze the scheduling problem after slicing off some BUCs used
transitive matrix based on resource share place has been proposed. After applying to a
system with two machines and two jobs some of the best solutions including another
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Effort

:Optimize

mmmms Proposed approach

=== == Hillion

Korbaa

Respect time

Fig. 11. Total relation graph

type with Camus[1] have been identified. The calculation of the feasibility time was
simple. These results indicated that our method could be an easily understandable tool
to find good schedule, compute feasibility time, and combine the operation schedules
also. Finally, a simple example has been shown guaranty to get the good solution.
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Abstract. Game designer generally fixes the distribution and charac-
teristics of game characters. These could not possibly be changed during
playing a game. The point of view at online game player, usually the
game playing time is getting longer. So online game is bored because of
fixed distribution and characteristics of game characters. In this study,
we propose and simulate the system about distribution and characteris-
tics of NPCs. NPCs’ special qualities can be evolved according to their
environments by applying gene algorithm. It also produces various spe-
cial quality NPCs from a few kinds of NPCs through evolution. Game
character group’s movement can be expressed more realistically by ap-
plied Flocking algorithm.

1 Introduction

Types of Computer games have been changing currently. Moreover people pre-
fer to enjoy games with others not alone. As results, people who interested in
same types of game build community. Commonly game planner design and place
specific characteristic NPC (Non Player Character) group on specific location in
the on-line game worlds. By using this kind of method, designer can compose
the map and regulate NPC’s level according to player’s level. Also, they can
create easily NPCs behavior pattern using Finite State Machine [1]. But, this
kind of game design tends to be monotonous and inform the players what the
NPCs range in specific region. Also, NPC attributes are stationary if they are
experienced once.

This paper proposes a system that NPCs’ special qualities can be evolved ac-
cording to their environments by using gene algorithm. This system can produce
various special quality NPCs from a few kinds of NPCs through evolution [2].
NPC group movement can be expressed more realistically by using Flocking
algorithm. If we create NPC groups that move and react against surrounding
groups’ actions. The players may have impressions that seem to receive new
game whenever they play the game.

* This work was supported by the 2000 Inje University Research Grant.

T.G. Kim (Ed.): AIS 2004, LNAT 3397, pp. 179-187, 2005.
© Springer-Verlag Berlin Heidelberg 2005
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2 Related Researches

In this chapter, we introduce about flocking algorithm that defines the movement
of groups. Gene algorithm is used on artificial creature’s special qualities. Flock-
ing is action rule algorithm that analyze and defines actions for real lives. We can
simulate movement for NPC groups by using this algorithm. Craig Reynolds in-
troduced flocking algorithm in 1987 and defined by four basis rules of flocking [3].
These four rules are as following.

— Separation: Turn direction not to collide with surrounding Boid.

— Alignment: Indicate direction same as surrounding Boid.

— Cohesion: Turn direction to average position with surrounding Boid .

— Avoidance: Avoid collision with surrounding enemy or stumbling blocks.

Genetic Algorithm is one of optimization techniques based on biologic evo-
lution principle by Darwin’s ‘Survival of the fittest’ [4]. Reproduction process
can create a next generation based upon selection, hybridization and mutation
processes.

1. Selection operator: This arithmetic process selects genes in hybridization.
Some genes that adapt well in their environments are alive. Others are
weeded out.

2. Hybridization operator: This process exchanges their chromosomes in se-
lected pair of gene codes. If there are genes A and B, certain part of chromo-
some will be taken from A and rest part will be taken from B. The specific
parts are decided by random value. This process creates new object. At
this time, characteristics of parents are inherited properly to their children.
Hybridization operator can be divided into more detailed types of hybridiza-
tion. Such as simplicity, one point, plural point and uniformity hybridization
operator.

3. Mutation operator: This process changes a bit in gene code. In binary bit
string, mutation means that toggles bit value. A mutation is just a necessary
process in order not to lose a useful latent ability. A mutation process is
accomplished based on mutation possibility. Generally mutation possibility
is below 0.05.

3 Evolution Compensation Model
of an Artificial Creature

In this chapter, evolution compensation models for NPC will be discussed. The
NPCs move around in Game World. It competes with other NPCs near by, and
tries to be an upper grade one.

In compensation model 1, the predator and food NPC groups will be applied
same compensation model for evolution. Therefore, if certain NPC defeats op-
ponent NPC whether in the same group or not, it will receive same evolution
weight value such as +1. In the other way, defeated NPC’s weight value will be
decreased by —1. So it uses same compensation model and calculates evolution
weight in NPC’s own point of view.
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Compensation model 2 is divided into following conditions by attributes of
surrounding environments.

1. Friendly Relation
2. Opposite Relation
3. None

These are applied equally to all NPCs that include competing NPCs as well
as their own. Therefore, if NPC has same attributes value as surrounding en-
vironment attribute, it will have bonus weight value by +1. The other hand,
if it has opposite relation with location of map, it receives bonus weight value
of —1. Finally, in condition that do not influence, it will have as same evolution
weight as in compensation model 1. Differences between compensation model 1
and model 2 is whether it takes effect from surrounding environment or not. In
compensation model 2, if predator NPC has opposite and opponent NPC has
friendly relation, there is possibility that predator NPC loses in competition with
food NPC.

4 System Design and Implementation

In this chapter, we are going to discuss how the system sets characteristic value
for NPCs. How it distributes NPCs on the map automatically. The same rules
are applied to distribution and characteristic grant for NPCs. The rules are as
follows: food chain hierarchy and using map properties. These two rules let NPC
have distinctive distribution and property. Also, distribution and properties will
be continuously changed.

4.1 Distribution Environment

In this paper, four rules of flocking algorithm are applied to our simulation
system. These rules are separation, align, cohesion, and avoidance. NPC group
movement is based on above four rules. Also it makes NPC groups keep inde-
pendent scope even though they are mixed together. However, there is no hierar-
chical relation between NPCs. Another words, NPC does not affect other NPCs
in same class. This kind of relation is unsuitable for applying various NPC’s
characteristics to game. Therefore, competition rule should be applied for same
class NPCs. Also we need chasing and evasion rule for relation between predator
and prey. It is our goal to express real creatures’ movement in our system.

We set elements in base level very simple in our simulation environment.
However, movements will be expressed in various ways according to their inter-
actions among group members and position in map.

Size of a NPC is 1x1 and size of map is 100x100 in simulation environment.
This grating environment has been used for simulation of a capture hover action
[6-8]. In our simulation environment, NPC groups are divided into three hier-
archical levels. There is only one NPC group exist at each class. A number of
groups at each class can be altered according to the experimental environment.
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Table 1. Set Value of Each Class Object.

number of object striking power energy speed

1st Consumer 100 15 50 10
2nd Consumer 25 20 100 20
3rd Consumer 6 30 200 30

But in our environment system, the number of NPC groups should not go over
three groups in total. The number of objects, striking power, energy, and moving
speed values for each class are shown in Table 1.

4.2 Distribution Rules

Each NPC group may move around in the given world (100x100 grating map)
freely. Each NPC do collision check in its 3x3 scope. Each NPC movement is
generated basically by four rules of flocking algorithm. Chase, evasion, and com-
petition rules are added. As a result, the movement will be expressed realistically
as in the natural world. Initially each NPC is distributed at random on the map.
It competes to secure group scope and to evolute. There is limitation and a rule
for competition. They are speed of NPC and its visual limit. When each NPC
moves around in a map, a speed and a visual limit are not fixed in our environ-
ment system. Because they are set up differently at each experiment. However,
if high class NPC recognizes low class NPC as food, it cannot run away from
the high class NPC. Because the low class NPC is always slower than a high
class NPC.

There are ways to run away from a high class NPC. First case is when high
class NPC blocked by barriers. So high class NPC is slowed down. Second case,
if the low class NPC defeats high class NPC, it can run away from a high class
NPC. Then how it defeats high class NPC. The energy of a high class NPC
becomes zero, results of attacked by low class objects. All NPCs have hunger
value. When the hunger value is getting higher than certain point, NPC starts
hunting to bring down hunger value. There is limit for hunting. The number of
NPC that may hunt is three at one hunting time. This prevents extermination
of low class NPC, because the total number of low class NPC is four times of the
total number of high class NPC. All NPCs will reproduce and transfer genetic
code to their children at the extinction. Also, the newly born NPC will have the
protection period that does not get attacked.

4.3 Characteristic Environment

Initially, designer decides characteristics for NPCs based on game character.
The basic characteristic will be developed by competition and influenced by
surrounding environment. Through this process, NPCs mutually evolve in game
space. This is another subject of this paper.

Simulation environment for characteristic of NPCs is not much different from
distribution environment. The main difference is setting on each NPC, not on
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Table 2. Required Weight and Awarded Points.

rise weight increase energy increase power

1st Consumer 1 2.5 0.15
2nd Consumer 3 5 0.2
3rd Consumer 3 10 0.3

NPC groups. Each NPC have value of {energy, striking power, level, attribute,
inclination} for its own character. These characteristic values are used to con-
struct genetic code by genetic algorithm. NPCs are awarded certain points when-
ever take victory in competition as shown in Table 2. NPCs will be leveled up
according to those weight value.

The energy and striking power value are influenced by NPC’s level. Hence
physical strength and striking power value goes up along with NPC’s level rise
as shown in Table 2.

Inclination value displays whether NPC’s inclination is offensive or defensive.
NPC’s inclination value could be positive or negative. Positive value expresses
degree of offensive inclination. Negative value expresses degree of defensive incli-
nation. If it beats surrounding NPC in competition, then 1 inclination weight is
given. On the other hand, if it is defeated, -1 inclination weight is given. NPC’s
inclination value is inherited via generation. This NPC’s inclination influences
its group’s inclination.

4.4 Characteristic Rules

In this paper, genetic algorithm transfers attribute of NPC to next generation.
At this point, characteristic of NPC is distinguished by index such as Table 3.
The degree of inclination is presented as numerical value.

The NPC group, which wins in competition continuously, is going to have
offensive inclination. The defeated group is going to have defensive inclination.
To inherit NPC inclination to next generation, NPC’s inclination classified into
attack-first or not-attack-first. They are distinguished by index. The degree of
inclination is expressed as numerical value such as Table 3.

4.5 Genetic Composition

Our simulation system uses genetic algorithm to deliver changes of NPC to
next generation. Genetic code is composed with value of factors. The factors
are energy, striking power, attribute, and inclination. The value of each factor is
composed in 5 digits. Detailed code example is shown in Table 4.

Table 3. Index Numbers for Attribute and Inclination.

ATTRIBUTE INDEX INCLINATION INDEX
AQUA 1 ATTACK FIRST 1
FIRE 2 NO ATTACK FIRST 2

EARTH 3
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Table 4. Genetic Code Of Characteristic.

FACTOR ENERGY ATTACK POWER ATTRIBUTE INCLINATION
Factor Value 200 30 Fire 30 Attack First 150
Genetic Code 00200 00030 20030 10150

The genetic code is used to deliver parents’ characteristic to its child. It also
uses average value from its group characteristic value too. NPC will reproduce
when it disappears. In hybridization, it uses 3 points hybridization operator,
because hybridization point is 3.

5 Experiment and the Analysis Results

5.1 Simulation

In this simulation, the number of NPCs in each group is 100, 25, and 6. The
mutation rate is fixed on 5% for experiment. The experimental model A is com-
parative model that is not applied any compensation model. Each compensation
model contains weight value for character evolution. Compensation model 1
is not concerning any surrounding environment. This model only cares about
special qualities of character. Compensation model 2 concerns surrounding en-
vironment as well as special qualities of character. This difference will show how
NPCs evolve by themselves at what kind of environment.

The distribution rate between groups and characteristic data of NPCs are
being recorded at every frame. Distribution rate is used to calculate how far each
other. It also is used to find out common distributed regions for groups. The
movement of largest group in each class is recorded. Each NPC’s characteristic
is recorded also. The character of each NPC group is presumed upon these data.

As a result of comparing and analyzing special quality data and the distri-
bution rate which recorded in each experiment model. We can evaluate how the
experiment model has evolved spontaneously.

5.2 Graph Analysis

In the graph, you can see the sharp differences in each experiment model. These
differences are detected more clearly between experiment model A and experi-
ment model C. In experiment model A, it ignores all special qualities of NPCs,
but simply uses food chain relation. So it shows that all NPC groups are mixed
and exist all over the map.

On the contrary, in experiment model C|, there are many NPCs are gathering
at the particular region which is friendly environment in the map. Also the
primary consumer class NPCs are mainly distributed at the place with friendly
relation. Also we can see that the secondary consumers hesitate to move into the
location where relation is opposite. Even though there exist primary consumers
as food.
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Fig. 1. Experimental Results of Model A, B, C.

A difference between experiment model A and experiment model B shows
not much. In experiment model B, each NPC group has been distributed just
by flocking algorithm, because they are designed to use only characteristic of
NPC to compete with. This phenomenon breaks out in experiment model A as
well. But, in experiment model B, overlapped territories does not appear much
as in experiment model A. In experiment model B and experiment model C, the
difference of distribution is similar to the difference in experiment model A and
experiment model C. However, because of the map property, overlapped territo-
ries for groups has been showing as same as in comparison between experiment
model A and experiment model C. Fig. 1 is graphs that show each NPC group’s
distribution and overlap according to their experiment model.

The graph of upper left corner in Fig. 2 is showing how actively each NPC
group moves in the map. The size of 100x100 map is divided into the size of
10x10 gratings. Every grating has its own numbers. The area code in this graph
is the grating number that has the largest quantity of NPC in the same class.
Each NPC group actively moves around according to the movement change of
surroundings. Meanwhile it maintains the movement of every NPC in the group.
Data for the graph of upper left corner in Fig. 2 was taken after twenty gen-
eration. It shows how each group chase opponent group. It follows well enough
as designed. This proves that each generation’s special quality has been trans-
mitted to next generation as special quality by gene algorithm. But, we could
analogize that the attacking power will be changed. Because last graph in Fig. 2
shows that the physical strength change for individuals by generation.

6 Conclusion and Future Research

Game types have been changing to on-line game environment which massive
number of players do enjoying together at same time. Also it is difficult to
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apply ordinary non-network game element to on-line games to keep up with
development of spreading fast Internet. These problems become an issue more
and more Increasing maintenance expenses could not be ignored. Therefore, it
is not right to decide how to distribute artificial creature and special quality of
game at game designing step. The system better include that distribution and
special quality must be kept on changing by surrounding environment during
the game.

Key points for this system are flocking and gene algorithm that describes
action of living things and how living things evolve in ecosystem according to
their environment. The proposed experiment model in this paper is as following.

— Model A: Experiment model that NPC does not evolve through competition

— Model B: Experiment model that NPC evolves without effect of surrounding
environment

— Model C: Experiment model that is NPC evolves with effect of surrounding
environment

In experiment model A, NPC is distributed by flocking algorithm. There is
no fact about evolution by competition with other living things. But, the model
B and C' are competing to evolve. In this model, NPCs have new form of special
quality other than initial special quality. It also shows different group distribution
than the model A. This means that distribution and special quality of NPC
has been altered according to surrounding environment. In this paper, NPC
simulation system has limitation. The number of special qualities and individuals
were minimized to simulate distribution and special quality. But, in actual game
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environment, special qualities of NPCs are complicated and very various. It
is different from simulation environment. In real game world, it makes game
server loaded that processing NPC which is influenced by such various special
qualities and complicated surroundings. Therefore, It needs separated artificial
intelligence game server that controls distribution and evolution for NPC. As a
result, players can have impression that seems to play new game always.
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Abstract. This paper describes a new framework for Grid-enabled ad-
vanced DVE (Distributed Virtual Environment) which provides a dy-
namic execution environment by supporting discovery and configura-
tion of resources, mechanism of security, efficient data management and
distribution. While the previous DVEs have provided static execution
environment only considering communication functions and efficient ap-
plication performance, the proposed framework adds resource, security
management, extended data management to static execution environ-
ment using Grid services, and then brings dynamic execution environ-
ment which result in QoS (Quality of Service) enhanced environment
better performance.The framework consists of two components: Grid-
dependent component and Communication-dependent component. Grid-
dependent component includes RM (Resource Manager), SDM (Static
Data Manager), DDM (Dynamic Data Manager), SYM (Security Man-
ager). Communication-dependent component is composed of SNM (Ses-
sion Manager) and OM (Object Manager). The components enhance
performance and scalability through the DVEs reconfiguration consid-
ering resources, and provides mutual authentication mechanism of both
servers and clients for protection of resources, application and user data.
Moreover, effective data management reduces overhead and network la-
tency by data transmission and replication.

1 Introduction

Research and development in DVEs have mainly progressed in two complemen-
tary directions, one addressing the application performance, the other address-
ing communication. While application and communication aspect have been well
recognized and studied by traditional network traffic analysis and performance
evaluation methods, DVE society didn’t consider that the utilization and avail-
ability of resources may change computers and network topology when old com-
ponents are retired, new systems are added, and software and hardware on ex-
isting systems are updated and modified. In large-scale DVE, a large number of
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T.G. Kim (Ed.): AIS 2004, LNAT 3397, pp. 188-197, 2005.
© Springer-Verlag Berlin Heidelberg 2005



An Extensible Framework for Advanced Distributed Virtual Environment 189

participants interact with each other, and many entities are simulated simulta-
neously. Therefore, the continuing decentralization and distribution of software,
hardware, and human resources make it essential to achieve the desired quali-
ties of service (QoS). The effects make DVE society require new abstractions and
concepts that allow applications to access and share resources and services across
distributed networks. It is rarely feasible for programmers to rely on standard or
default configurations when building applications. Rather, applications need to
discover characteristics of their execution environment dynamically, and then ei-
ther configure aspects of system and application behavior for efficient and robust
execution or adapt behavior during program execution. Therefore, an applica-
tion requirement for discovery, configuration, and adaptation is fundamental to
the rapidly changing dynamic environment. We define an execution environment
only considering DVE aspects as static execution environment, and the one con-
sidering both DVE and Grid [1] aspects as dynamic execution environment. The
dynamic execution environment must support the following attributes:

— Heterogeneity: Optimizing the architecture for performance requires that the
most appropriate implementation techniques be used.

— Reconfiguration: The execution environment must allow hardware and soft-
ware resources to be reallocated dynamically. During reconfiguration, the
application data must remain consistent and real-time constraints must be
satisfied.

— Extended data management: Reducing the volume of the traffic of data ex-
changed during communication of the object. For the management of a dy-
namic data, the movement and replication of data will be included probably.

— Security: Both resources and data are often distributed in a wide-area net-
work with elements administered locally and independently, which needs the
intra or inter execution environment security.

This paper is organized as follows. Section 2 outlines CAVERNsoft G2 [4] and
Globus (Grid middleware) [5]. Section 3 presents the architecture of proposed
framework including four managers. Section 4 measures the performance on DVE
for tank simulation as simple application, and compare it with previous DVE.
Section 5 gives a conclusion.

2 Related Works

CAVERNsoft G2 (now called Quanta) was developed with consideration of Grid
which supports the sharing and coordinated use of diverse resources and secu-
rity in dynamic, distributed virtual organizations (VOs) [2]. CAVERNsoft G2 is
an Open Source C++ toolkit for building Distributed networked applications,
whose main strength is in providing networking capabilities for supporting high
throughput Distributed applications.

Regardless of DVE society, Globus toolkit [5] was designed and implemented
to support the development of applications for high-performance distributed
computing environments. The Globus toolkit is an implementation of a bag of
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Grid services architecture, which provides application and tool developers not
with a monolithic system but rather with a set of standalone services. Each
Globus component provides a basic service, such as authentication, resource al-
location, information, communication, fault detection, and remote data access.
Information services are a vital part of Grid infrastructure, providing fundamen-
tal mechanisms for discovery and monitoring using Globus Resource Allocation
Manager (GRAM), and hence for planning and adapting application behavior [2].
Grid also provides Grid Security Infrastructure (GSI) which offers secure single
sign-on and preserves site control over access policies and local security [3]. GSI
provides its own versions of common applications, such as FTP and remote login,
and a programming interface for creating secure applications.

3 Architecture of the Proposed Framework

The architecture of our proposed framework is shown in figure 1. It has been
developed to provide a common framework for high-performance distributed
applications. It supports managements for inter-application interactions, and
provides services to applications in a way that is analogous to how a middle-
ware provides services to applications. These management are arranged into six
basic managers. The six managers describe the interface between the applica-
tions and CAVERNsoft G2 or Globus or both, which provides a framework for
dynamic execution environment. Managers are divided into two categories as
shown in figure 1: Communication-dependent component (CavernSoft G2) and
Grid-dependent component. The former includes Session Manager (SNM), Ob-
ject Manager (OM) and the latter Resource Manager (RM), Static Data Manager
(SDM), Dynamic Data Manager (DDM), Security Manager (SYM). The man-
agers are implemented based on the architecture of stub and skeleton in proxy
design pattern. Clients create objects in server through object stub/skeleton and
communicate with the objects in server, which is useful wherever there is a need
for a more sophisticated reference to an object than a simple pointer or simple
reference.

PN S e

Communication-dependent, Grid-dependent
C

C
SDM DDM
S

Fig. 1. The framework architecture.
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Fig. 2. Scenario.

Figure 2 shows scenario using the proposed framework. We divide the phases
into two phases: Configuration Phase (CP), Data Communication Phase (DCP).
The scenario is started as follows: First, ClientA requests the connection to SNM,
and then SNM forwards the request to RM. RM requests resource information
to MDS, and receives the response from MDS. RM can lock, unlock, allocate,
co-allocate, and synchronize resources. Moreover, RM may specify Quality of
Service (QoS) requirements with clients (applications) may declare the desired
bandwidth using Globus Network Library in CAVERNsoft G2. After RM re-
ceives the security level from SYM, RM responses to the request to SNM. Finally,
ClientA receives the best server information from SNM. When ClientB requests
the connection, the process is repeated identical. After the configuration phase is
ended, the next step is data communication phase. ClientA makes the instance
of object owning any data by using OM, and then ClientB subscribes the data
by using DM. If ClientA publishes the data, ClientB will receive the data. The
relationship between CP and DCP is 1:N because DCP can happen N times
when CP happened one time.

3.1 SDM (Static Data Manager)

For the large-scale distributed simulation on Grid, we divides the data model
into static and dynamic data models. Static data model deals with data for a
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Fig. 3. client-server hierarchical model.

simulated environment such like terrain data, entity data and generally statically
handled data. Dynamic data model uses data for the presentation of object state
and behavior which are exchanged by the clients. For the management of the
static data, static data model uses shared distributed model using client-server
database. The overall structure composes of client-server hierarchies based on
geographical location, and provides a scalable infrastructure for the management
of storage resources across Grid environments. Figure 3 shows the hierarchical
structure. SDM is connected to one or more clients, which in turn is connected to
Master SDM called Data server which runs on grid environment. SDM provides
the service about static data with clients by transmitting and storing them
among clients. Master SDM sends distributed static data and shows information
about them through a data catalog to clients. The data catalog does not store real
distributed and replicated data but stores metadata for the data. Master SDM
updates new information stored in data catalog, and manages it in transparent
way. Data catalog contains the information of the replicated data. In large-scaled
Grid environment, many clients are scattered geographically, and there arises the
need for the replication of data due to the network bandwidth or long response
time. Replica manager in SDM creates or deletes replicas at a storage site only
to harness certain performance benefits of policies like communication efficiency.

3.2 DDM (Dynamic Data Manager)

DVE provides a software system through which geographically dispersed people
all over the world may interact with each other by sharing in terms of space,
presence, time [8]. The key aspect is scalability for interactive performance, be-
cause a large numbers of objects likely impose a heavy burden especially on
the network and computational resources. Dynamic data occurs continuously
for maintenance and consistency of the virtual world, and largely occupy the
bandwidth of the network. Therefore, the dynamic data greatly determines the
scalability of DVE and the number of participants. So, we proposes a multiple-
server structure for a dynamic data model based on the virtual world. Each
server is responsible for handling a segmented region of the virtual world for
a characteristic of activity or event that happen in the virtual world. Figure 4



An Extensible Framework for Advanced Distributed Virtual Environment 193

client CIie nt Networked Virtual World

=g
client ™

ﬁ o Server C

client

Server A

et

Server B

Fig. 4. Region segmentation and allocated multicast address.

shows the features how to divide a network virtual environment. Statically a
virtual world is divided based on the visibility of each objects, each region is al-
located one multicast address. Each server has a DDM which manages dynamic
objects generated by clients connected to it, and share the information of with
the clients connected to other DDMs. DDM operated in a server A, is managing
four objects (1,2,3,4). Object 1 and 2 are active in region A, and object 3 in
region D. Each of those object is managed by the same DDM regardless of its
location until becomes extinct. Four objects (1,2,3,4) send their own dynamic
data to their corresponding DDM which in turn distributes the data into other
regions where the objects resides by sending the multicast address of each re-
gion. In case of DDM in Server A, data on 1 and 2 are sent to the multicast
address of region A, while object of 3 and 4 are sent to the multicast address
of region D and C respectively. DDM must join all the multicast groups which
exist on the network virtual environment, and receives dynamic data from other
DDMs. DDM filters the information, and only receives those from the regions
where its managing objects resides, delivery them to the corresponding object.
Therefore, each object receives dynamic information from other objects in the
same region as it resides. Such region-based connection reduces network latency
and bottleneck phenomenon which might be concentrated to the server.

3.3 SYM (Security Manager)

We are interested in DVE applications based on the proposed framework that in-
tegrates geographically distributed computing, network, information, and other
systems to form a virtually networked computational resources. Computations
span heterogeneous collections of resources, often located in multiple administra-
tive domains. They may involve hundreds or even thousands of processes having
security mechanism provided by GSI modules in Globus. Communication costs
are frequently critical to performance, and programs often use complex com-
putation structures to reduce these costs. The development of a comprehensive
solution to the problem of ensuring security in such applications is clearly a
complex problem.



194 Seung-Hun Yoo, Tae-Dong Lee, and Chang-Sung Jeong

4 Experiments

The experiment evaluates DVE based on the proposed framework, and compare
it with the existing DVE using only CavernSoft G2. Figure 5 shows the spec-
ification of six Linux servers which are used in the experiment and other test
conditions. First experiment is that a tank moves the same path on each server,
and measure the execution time. Second experiment is that dynamic interactions
of objects using proposed framework happen, and we measure data number.

Server-1 Server-2 Server-3 Server-4 | Servier-5 Server-6
os Redhat Redhat Redhat Redhat Redhat Redhat
9.0 8.0 9.0 8.0 9.0 8.0
CPU Pentium Pentium Pentium Pentium Pentium Pentium
v jiij v
Clock 2400 2200 1700 1000 850 500
(MHz)
Memory 1024 512 1024 512 256 128
(Mbytes)
Test Conditions :
* One object transmits 100byte packet per update = 100 byte/object
* 10 update/sec per one object are happened = lkbyte/sec
* 800 Object are experimented = 800Kbyte/sec
* Network : 100 Mbps(I_AN)

Fig. 5. Specification of Servers and Test Condition.

4.1 Evaluation of Configuration Phase (CP) and Data
Communication Phase (DCP) Between a Server and a Client

Our scenario is divided into two parts: CP and DCP. The purpose of CP is to
find a server which has the best performance. Performance difference according
to the proper server assignment server has been examined by measuring the
response time before the measurement of the time required in CP. The scenario
is that the clients connect to each server on Grid environments and execute a
tank simulation game. In DVEs, tank moves the fixed path on same map and
we measure the time at fixed location (L1, L2, L3 and L4) on each path. Screen
shot is shown in Figure 6. Figure 7 shows the result of execution that measures
the time in fixed four locations on moving path. For security, authentication

Fig. 6. Experiment 1.
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Fig. 7. The result of Experiment 1.

time is spent in L1. Figure 7 shows the difference of 1.9 second according to
server performance. As a result, authentication and information service spend a
little time. It is much smaller than the total time consumed in DVEs, and the
authentication and server assignment at that time interval plays an important
role to enhance the overall performance.

4.2 Evaluation of SDM and DDM on Many Servers

SDM and DDM are related to the data communication of objects. We measure
the number of packets from group A to group D shown in Figure 8. The shorter
object distance is, the more data communication happens. The more it takes
time, the more dynamic data happen. The experiment scenario is as follows:
800 tanks are located at fixed places. Each tank does not interact with another
tank because the distance between two tanks is longer than interaction distance
like shown figure 8(a). As time goes on, tanks move. First, the group with two

Fig. 8. Scenario of Tank Simulation.
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interacting tanks is shown in figure 8(b). As interactions increase, processing
time is increased, which decreases the data packet transfer rate. After group B,
six tanks are grouped into one interaction group. Group C makes the data traffic
more, but the processing time is needed more. Finally, 12 tanks are gathered into
one group, which makes the data traffic busy with maximum processing time.
As a result, more processing time reduces the data transfer rate. The testbed is
composed of six servers and four clients. In testbed with only CavernSoft G2,
four clients connects to fixed four servers (Server-2, 3, 5, 6). In testbed with
proposed framework, four clients connect to session manager. After connection,
each client connects to best servers.
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Fig. 9. The result of DVEs and DVEs on Grid.

Figure 9 shows the number of packets measured in DVEs using CAVERNsoft
for both cases without and with our proposed framework. The number of packets
with proposed framework is identical as time goes on, but that without proposed
framework goes down as time goes on. The main reason of performance difference
is that the proposed framework selects and allocates the best server among many
servers, and it provides management of separately dynamic data.

5 Conclusion

This paper has described a new framework for Grid-enabled Distributed Vir-
tual Environment which supports both the discovery, configuration of resources
and the mechanism of security. The proposed framework has provided dynamic
execution environment which consists of two components: Grid-dependent com-
ponent and Communication-dependent component. Grid-dependent component
includes RM (Resource Manager), SYM (Security Manager), SDM (Static Data
Manager) and DDM (Dynamic Data Manager). Communication-dependent com-
ponent composed of SNM (Session Manager) and OM (Object Manager). En-
abling dynamic execution environment for large-scaled DVE with components:
RM has knowledge of all hosts in the same VO (Virtual Organization) which will
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be allocated to the clients with rather better policies. SYM provides for enabling
secure authentication and communication over the DVE, including mutual au-
thentication and single sign-on. According to the classification of data model,
SDM and DDM provide efficient data management about the static data and dy-
namic data. To support that the proposed framework increases performance, we
did two experiments. First, we measured the execution time between a server and
a client. The result showed that the server with better specification provides the
better performance. In second experiment, we investigated the number of packets
by increasing the interactions among objects. It showed that the method with
proposed framework in this paper has an advanced performance than method
which uses only communication (CavernSoft G2) component. In future, we are
going to improve the proposed framework with Data Grid for widely distributed
data management.
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Abstract. The present research examines, by using agent-based simulation,
how word-of-mouth about a new product spreads over an informal network
among consumers. In particular, we focus on clarifying relationship between
diffusion of word-of-mouth and network structure of the society. Whether or
not there is any essential difference of diffusion process between in a mosaic
and in an oligopolistic society is one of our main questions. The findings ob-
tained not only are insightful and interesting in academic sense, but also pro-
vide useful suggestions to marketing practice.

1 Introduction

The present research examines, by using agent-based simulation, how word-of-mouth
about a new product spreads over an informal network among consumers, with par-
ticular emphasis on the relationship between social structure and the diffusion power
of the information. Agent-based simulation is a remarkable approach to observe an
entire event that emerges out of local interactions between agents and comprehend
the mechanism of emergence [l]. Some authors have applied it to investigation of
diffusion process: Axelrod [1] proposes a disseminating culture model, in which
agents in a population are culturally integrated or segmented through interactions
with neighbors. The model successfully shows the diffusion of cultural attributes.
Midgley et al [7] investigate the relation between the diffusion of innovations and the
network structure to find that the communication links have a significant impact on
the diffusion process.

We are interested particularly in diffusion process of word-of-mouth about such a
product that has not been advertised over the major mass media yet, like a new
movie. Since “authorized” or “official” information is not available, potential con-
sumers have to decide according to evaluations, or word-of-mouth, from their friends,
neighbors and so on. If they purchase the product, the consumers may transmit their
evaluation about the product to others. We will argue relationship between diffusion
of word-of-mouth and the network structure of society by investigating whether or
not there is any essential difference of diffusion process between in a mosaic and
oligopolistic society.

We believe that the findings obtained not only are insightful in academic sense, but
also provide useful suggestions to marketing practice.
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2 WOM Model and Its Assumptions

2.1 Structural Assumptions

Social Structure

Our word-of-mouth (WOM) model assumes the society is segmented into several
groups. We assign group ID, say, 1, 2,..., to each group. We specify structure of
society by using the idea of bipartite network model, instead of the traditional model
(See Fig. 1).

Groups

Actors

Traditional Network model Bipartite Network Model

Fig. 1. Traditional and Bipartite Network Model

Each agent belongs to at least one group, which we call his/her primal group. The
characteristics of the primal group determine his/her attributes to some extent. Each
agent can contact other members beyond his/her primal group with the maximum of
five. Hence each agent is associated with a link code composed of five-digit numbers,
such as '11213', where each digit represents group ID. The order of five numbers is
not important, but how many times the group ID appears in the code is crucial. For
example, if the five-digit link code of an agent is “11213”, then it implies that the
agent contacts the members whose primal group is 1 with probability of 3/5 since “1”
appears three times in it. Similarly, the agent interacts the members of group 2 with
probability of 1/5.

The link code of each agent is determined by the interaction rate between groups,
which is a characteristic of the society (See Fig. 2). If the society is composed of
cohesive and mutually exclusive groups, then the rate is small. On the other hand, if
the society shows animated interactions between groups, then the rate is high. For
example, if the group interaction rate of the society is 0.40, in the link code of an
agent the digit of his/her primal group ID appears with probability of 0.60, while
other digits come with probability of 0.40. It implies that an agent is likely to transmit
information to the members of the same primal group with probability of 0.60.

Diffusion of Information

An agent is assumed to transmit word-of-mouth to another agent based on the SIR
model [6], where agents are classified into three types: I-, S- and R-type (Refer to
Fig. 3). I-agent (infected agent) is an agent who knows the information and is willing
to let others know it because the agent is excited by the information. S-agent (suscep-
tible agent) has not been infected yet but can be so through interaction with I-agent. I-
agent shifts to R- agent (removed agent) after a certain period passes. R-agent stops
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diffusing information and can never be infected again because the agent has lost in-
terest in the information. On the contrary, I-agent can be infected again before the
agent changes to be removed. Each I-agent tries to transmit information to other sus-
ceptible or infected agents who share at least one group ID in their link codes, so that
possible targets for infection are limited by the link codes.

Group Interaction Rate
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Fig. 2. Scheme for assigning link codes based on the group interaction rate
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Fig. 3. Three states of SIR model

2.2 Assumptions on Decision Activity of Agents

Agent i calculates his or her enthusiasm about the product caused by word-of-mouth
from j by

1)

and makes a decision on purchase of the product based on it. In the simulation algo-
rithm, the value is adjusted between 0.0 and 1.0, so as to be used as probability of the
purchase. The value is determined by the feature of the product (the former term) as
well as by the agent’s attitude towards risk and reliability of the information transmit-
ter (the latter term).
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Utility Due to the Product

The former term, EQLZ,&, represents utility due to the product itself for agent i ,
&

where the product is characterized by £ attributes and Z, is the value of the product

with respect to attribute k. On the other hand, a,i is a weight that agent i assigns to the

k™ attribute of the product. It implies that each agent evaluates the product in terms of
the same attributes but his/her emphasis on the attributes may differ.

Risk Attitude and Reliability of Information

1 ..
In the latter term, ErlU /. is defined in such a way that the more risk averse the

agent is, and the less reliable the information is, the larger it becomes, where ! indi-
cates a coefficient of absolute risk aversion of agent i and shows his/her attitude to-

ward risk. U’ indicates unreliability involved in the word-of-mouth when it comes
from an agent j . It should depend on the features of the person (information transmit-
ter) who provides it .

3 Simulation Implementation

Step 1: Preparation of the Environment
1) First of all, the attribute values {z, } of the product are generated randomly in

such a way that the sum of them is adjusted to be a certain fixed value. They are
unchanged until the end of simulation.

2) The parameters such as a,t", 7, and U are assigned to each agent depending on

his/her primal group as follows: @', the product value with respect to attribute k

for group m, is randomly generated such thatE a?zk =1.0. Then, to agent i
&
whose primal group is m, we assign @, such that E a;"z, =1.0 according to
k
the normal distribution with the mean of @,

3) U™ for group m is derived by using the uniform distribution. Then, to agent i
whose primal group is m, we assign U m according to the normal distribution
such that the mean is equal to U .

4) The coefficient of risk attitude 7" for group m is derived from the normal distri-
bution with the mean of -1.0 and the standard deviation is 0.5. It means negative
coefficients are assigned to groups with probability of 0.25. (Such groups consist
of risk-prone agents, who prefer uncertainty of information.) The value 0.25 cor-
responds to what Rogers [9] mentions as the probability of innovators. To agent i
whose primal group is m, ™ s assigned by the normal distribution in such a way
that the mean is equal to 7"

5) The link code is also generated for each agent in accordance with the group inter-
action rate.
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Step 2: Running of Simulation (See Fig. 4)

The simulation begins with choosing a seeding way. Seeding is an activity to start to
incubate word-of-mouth among particular agents. Roughly, seeding can be divided
into two types; dense seeding and sparse seeding. The former is seeding a specific
group densely, while the latter is seeding over multiple groups in a scatter way.

1) Initial infected agents, or seeded agents, are selected. Only infected agents are
motivated to contact with another and to transmit information.

2) Each of them randomly picks up one agent as a target and chooses a digit of the
target's link code. The activated agent also chooses one digit from its own link
code. If both the digits are the same, the agent contacts with the target, while, if
not, the agent looks for another agent.

3) The agent repeats picking up a target over and over again until the agent finds a
valid one. According to this process, the agent contacts only with those who be-
long to the same group with positive probability. If the group interaction rate is
very low, they interact almost only within their primal group.

4) After the agent selects a valid target, the SIR status of the target is checked. If the
target is R, the activated agent cannot make the target infected. Otherwise, the
agent makes the target infected in accordance with the value calculated by (1).

5) If the target gets infected, the agent transmits information about the product to the
target. At the same time, the infection period of the target is reset even if another
agent has already infected the target.

6) At the end of each period, for all infected agents it is checked whether their infec-
tion periods are expired or not. If so, their status change to R and they stop trans-
mitting information to others. The information never infects them again.

Step 3: The End of Simulation

Simulation finishes when all the agents become either S or R. Since all infected
agents must be changed to R sometime, the transmission stops within finite repeti-
tions.

4 Evaluations and Analysis of Simulation Results

4.1 Evaluation Criteria

We will evaluate word-of-mouth effect by two criteria, i.e., Maximum Instantaneous I
Population Rate (MIIPR) and IR Experienced Population Rate (IREPR). They are
measured by MIIPR = Max , N;; /N, and IREPR = N,/ N, respectively, where N de-
notes the number of population in the society. N, shows the number of infected agents
at period ¢ while Ng,« denotes that of removed agents at period ¢* where ¢* is the end
of the simulation where all infected agents have changed to R.

Since the MIIPR indicates the maximum momentary rate of infected population
over all periods, it shows how big enthusiasm occurs through word-of-mouth com-
munication. If a product is associated with high MIIPR, it is worth considering possi-
bility of broadcasting it, say, by mass media as publicity in the society. On the other
hand, the IREPR indicates effect of word-of-mouth itself, since it is a rate of all R
agents against the whole population at the end. If it is high, we may say that informa-
tion prevails in the society through word-of-mouth communication.
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Fig. 4. Flow chart of the WOM model

4.2 Discussions on Simulation Results

1) Our first observation from the simulation is that “The effect of the group interac-
tion rate is limited; too much interaction between groups does not necessarily con-
tribute to the further spread of word-of-mouth” (See Figs. 5 (a) and (b)).

Each figure compares the MIIPR of both oligopolistic and mosaic societies, where
the MIIPR is measured at every 0.05 group interaction rate. The parameters of the
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Fig. 5a. MIIPR of oligopolistic and mosaic society with short infection period
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Fig. Sb. MIIPR of oligopolistic and mosaic society with long infection period

seeded group are randomly assigned, and dense seeding is adopted in both societies.
Fig. 5(a) shows the case where the infection period is short, namely 5, while Fig. 5(b)
does that where it is long, i.e., 6.

When groups in society are collective (the group interaction rate is between 0.00
and about 0.30), the MIIPR is positively correlated to the group interaction rate.
Namely, the more groups communicate with one another, the easier it is for the soci-
ety to enthuse over word-of-mouth. As far as oligopolistic society is concerned, the
best MIIPR is 4.1% in the case of Fig. 5(a) and it is 12.1% in the case of Fig. 5(b).
Similarly, for a mosaic society the best MIIPR is 3.3% in the case of Fig. 5(a), and it
is 10.8% in the case of Fig. 5(b).

On the other hand, if groups in the society are sufficiently open (the group interac-
tion rate is over 0.30), effect of the group interaction rate is almost indifferent. If
anything, the MIIPR slightly has negative correlation with the group interaction rate
especially when society is oligopolistic.
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2) Figs. 6 (a) and (b) show the IREP rates and similar implications can be observed.
While the IREP rate is positively correlated to the group interaction rate in society
composed of cohesive groups, it has slightly negative correlation with the group in-
teraction rate in society composed of open groups. While in Fig. 5(a), the best IREPR
of oligopolistic society is 24.1% (the group interaction rate is 0.15), and that of mo-
saic society is 20.8% (0.35), in Fig. 5(b) the best rate in oligopolistic society is 52.5%
(0.25), and that in mosaic society is 52.6% (0.5). These observations imply that each
society is associated with its own “optimal” point as to the group interaction rate in
order to achieve the best spread of word-of-mouth. Especially, if society is composed
of the small number of large groups, too much interaction between groups decreases
the diffusion of word-of-mouth because of the wrapping effect.

If society is composed of cohesive groups, agents are limited to interact almost
within its own group so that infected agents in the same group can easily contact with
each other and enable the group to prolong the period of enthusiasm. On the contrary,
an extremely open group cannot mature enthusiasm within it, and infection quickly
spreads over all groups but disappears immediately.

To sum up, in society consisting of extremely open groups it is rather difficult to
diffuse word-of-mouth effectively.

3) We also find that “when the group interaction rate is low, word-of-mouth spreads
more widely in oligopolistic society than in mosaic society.” As Figs. 5 (a) and (b)
show, oligopolistic society achieves higher MIIP rate than mosaic society when the
groups are cohesive, that is, the group interaction rate is between 0.00 and 0.30. The
IREP rates shown in Figs. 6 (a) and (b) also imply the same conclusion that word-of-
mouth prevails more successfully in oligopolistic society.

If groups are extremely cohesive in mosaic society, it is difficult to spread word-
of-mouth all over society, since each group rarely contacts with another. On the other
hand, the difference between both societies becomes small if the group interaction
rate is sufficiently high (the group interaction rate is over 0.30). In such cases, be-
cause agents can contact with anyone outside their own primal group, mosaic society
can also achieves the spread of word-of-mouth as well as oligopolistic society.
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Fig. 6a. IREPR of oligopolistic and mosaic society with short infection period
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5 Conclusions and Future Studies

This study examined diffusion process of word-of-mouth in a group-segmented soci-
ety by agent-based simulation. Some of unique and interesting insights obtained are
as follows: First, cohesiveness of each group gives big influence on the process.
When the interaction rate is relatively low, i.e., when society is segmented into cohe-
sive groups, interaction rate between groups is positively correlated to spread of
word-of-mouth. However, the correlation changes to be slightly negative if the group
interaction rate is over the optimal point. These suggest that there is the optimal cohe-
siveness for spread of word-of-mouth in a market. Secondly, in oligopolistic society it
is easier to prevail word-of-mouth than in mosaic society, especially when the groups
arc cohesive. It implies that if a market is segmented into large groups, the marketers
have rooms for playing an active role.

These implications can be useful for marketers who try to spread word-of-mouth
about a product. What is the most important for them is to know what kinds of groups
are in the market and to know the best seeding strategy.
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Abstract. With e-mail use continuing to explode, the e-mail users are demand-
ing a method that can classify e-mails more and more efficiently. The previous
works on the e-mail classification problem have been focused on mainly a bi-
nary classification that filters out spam-mails. Other approaches used clustering
techniques for the purpose of solving multi-category classification problem.
But these approaches are only methods of grouping e-mail messages by simi-
larities using distance measure. In this paper, we propose of e-mail classifica-
tion agent combining category generation method based on the vector model
and dynamic category hierarchy reconstruction method. The proposed agent
classifies e-mail automatically whenever it is needed, so that a large volume of
e-mails can be managed efficiently

1 Introduction

The e-mail user spends most of their time on organizing e-mails. Many tools have
been developed, with the aim of rendering help in the task of users to classify their e-
mail, for example defining filters, i.e., rules that allow the classification of a message.
Such tools, however, are mainly human-centered, in the sense that users are required
to manually describe rules and keyword list that can be used to recognize the relevant
features of messages. Such approaches have the following disadvantages: 1) the effi-
ciency of classifying e-mails declines when a large number of e-mails contain too
many overlapping concepts.; 2) it is necessary for users to reorganize their e-mails or
filters[5].

The previous work on classifying e-mails focused on detecting spam messages.
Cohen[2] described rule-based systems using text mining techniques that classify e-
mails. Androutsopoulos[1] and Sakkis[8] described Bayesian classifier that filters out
anti-spams. Drucker[4] used support vector machines(SVM’s) for classifying e-mail
as spams or non-spams. But, these approaches make users directly construct message
folders that can contain received messages. The learning and testing of classifications
is also called for before classifying e-mails practically.

Manco and Masciari[5] used clustering for managing and maintaining the received
e-mails efficiently. This method has the complexity of computation, requiring pre-
processing over several steps and using the similarity between various extracted in-
formation.

T.G. Kim (Ed.): AIS 2004, LNAI 3397, pp. 207-214, 2005.
© Springer-Verlag Berlin Heidelberg 2005
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In this paper, we propose the novel e-mail classification agent for the purpose of
solving these problems. The proposed method combines the generation method of
category label based on the vector model and the dynamic category hierarchy recon-
struction method. The proposed method in this paper has the following advantages:
First, they don’t require user intervention because the subject-based category labels is
automatically generated; second, Categories are reclassified whenever users want to
reconstructed e-mails using a dynamic category hierarchy reconstruction method;
third, a large number of e-mails can be managed efficiently; and fourth, our proposed
method doesn’t require learning, thus it is adequate for an environment that it has to
classify e-mails quickly.

The rest of this paper is organized as follows. In Section 2, we review the vector
model. In Section 3, the dynamic reconstruction of category hierarchy is described.
Section 4, we propose the e-mail classification agent using a category label genera-
tion method and dynamic category hierarchy reconstruction method. Section 5, some
experimental results are presented to show efficiency of the proposed method. Fi-
nally, conclusions are made in Section 6.

2 Vector Model

In this section, we give a brief introduction to the vector model[7] that is used in this
paper. The vector model is defined as follows.

Definition 1. For the vector model, the weight w;; associated with a pair(k;, d)) is
positive and non-binary. Further, the index terms in the query are also weighted. Let
w;, be the weight associated with the pair [k; g], where w;, =0. Then, the query
vector ¢ is defined as ¢ = (w; 4, Wag, ... , Wiq ) Where ¢ is the total number of index

terms in the system. As before, the vector for a document d; is represented by d=

Wijs Wajs «voy W)
The vector model proposes to evaluate the degree of similarity of the document d;

with regard to the query g as the correlation between the vectors d; and q . This

correlation can be quantified, for instance, by the cosine of the angle between these
two vectors. That is,

- t
d;eq 2i=1"i,;Yiq

J‘x‘_ 2 t 2
il \/Zi=lwi,jx\/zj=lwi,q

sim(dj,q)z ‘ (1)

Definition 2. Let N be the total number of documents in the system and n; be the
number of document in which the index term k; appears. Let freq; be the raw fre-
quency of term k; in a document d; (ie., the number of times the term k; is mentioned
in the text of a document d;). Then, the normalized frequency f;; of term k; in a docu-
ment is give in by
req; ;
5, = freq;

max; X freq; ;

2
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where the maximum is computed over all terms which are mentioned in the text of a
document d. If the term k; does not appear in a document d; then f;=0. Further, let
idf;, inverse document frequency for k;, be given by

. N
idf; = logn— 3)

The best known term-weighting scheme uses weights which are given by

N
W =Ji; xlogn— 4)
Or by a variation of this formula. Such a term-weighting strategy is called the #f-idf
scheme.

3 Dynamic Restructuring of Category Hierarchy

We define dynamic restructuring of category hierarchy[3]. In this section, we give a
brief introduction to the Fuzzy Relational Products that is used in Dynamic restructur-
ing of Category Hierarchy. The fuzzy set is defined as follows.

Definition 3. o-~cut of a fuzzy set A, denoted by A, is a set that contains all elements
whose membership degrees are equal to or greater than o A,={ x € X | uu(x) 2 o }.

A fuzzy implication operator is an extended crisp implication operator to be ap-
plied in the fuzzy theory. A crisp implication operator is defined as {0,1}x{0,1} —
{0,1}, while a fuzzy implication operator is defined as [0,1]x[0,1] — [0,1] to be ex-
tended in multi-valued logic. We use the implication operator defined as follows [6].

a—>b=(N-a)vb=max(1l-a,b), a=0~1,b=0~1 %)

In set theory, “AcB” is equal to “Vx , xe A — xeB”, and it is also equal to
“Ae 0 (B)”. Here g(B) is the power set of B. Thus, in the fuzzy set, the degree of
ACB is the degree of Ae @ (B), so it is denoted by #,A and defined as follows:

Definition 4. Given the fuzzy implication operator —, a fuzzy set B of a crisp uni-
verse set U, the membership function of the power set of B, ty,p is

Uy A= xé\U(lLle = HpX)-

Definition 5. Let U, U,, U; be finite sets, R be a fuzzy relation from U, to U,, S be a
fuzzy relation from U, to U; That is, R is a fuzzy subset of U;xU, and S is a fuzzy
subset of UyxU;. Fuzzy relational products are fuzzy operators that represent the
degree of fuzzy relation from a to c for a € U, c € U;. The fuzzy triangle product as

a fuzzy relation from U, to U,, < is defined as follows

(R < S)ik = %Z(Rij - Sjk)

JoJ

This is called Fuzzy Relational Products.

Definition 6. The fuzzy implication operators vary in the environments of given
problems. The afterset aR for a € U, is a fuzzy subset of U, such that y is related to a,
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for y € U, Its membership function is denoted by t,z(y) = tr(a,y). The foreset Sc for
c € Us; is a fuzzy subset of U, such that y is related to ¢, for y € U, Its membership
function is denoted by us.(y) = s(y,c) for y € U,. The mean degree that aR is a subset
of Sc is meant by the mean degree such that the membership degree of y € aR implies
the membership degree of y € Sc, so it is defined as follows:

7, (R € S6) = 3 (11,0 () = t15. (1) ©)

U, yel,
Here, 7, is a function to calculate the mean degree ¢
The above mean degree denoted by R <1 S can be regarded as the mean degree of
relation from a to ¢ [9].

By applying the fuzzy implication operator of the formula (5) to the fuzzy rela-
tional products of the formula (6), we can get the average degree of fuzzy sets inclu-
sion for categories, 7,,(C; = C;). We interpret this degree as the similarity relationship
degree of C; to C; , it is the degree to which C; is similar to C;, or we interpret it as
the fuzzy hierarchical degree of C; to C; , it is the degree to which C; can be a sub-
category of C;. An attention is required from the fact that the hierarchical ordering is
reverse to the concept of set inclusion in that C; is the superset of C;, but C;is the
hierarchical subcategory of C;. Intuitively, it is conjectured that the category compris-
ing many indices likely inherits the properties from super-class categories. However,
7,(C; < C)) have some problems representing the fuzzy hierarchical degree of C; to
C;. That is, if C; had many element x’s of which membership degrees, tc(x), are
small, we could have a problem in which the fuzzy relational products tend to be
converged to 1 regardless of the real degree of fuzzy sets inclusion of C; < C;. Thus,
we define Restricted Fuzzy Relation Products as follows to calculate the real degree
of fuzzy sets inclusion of two categories, 7,, {C; < C)).

1 r
= Y(RL > R,) 7)

i KeCiy

7uCcC) = (R"<,R), =

Here, K} is the k’th category, and C;, C; are the i’th and the j’th category respectively,
Cipis C/s Brestriction, that is, {x| U (x)= B |Ci 5| is the number of elements in

Cip R is mxn matrix such that R;is g, (K) ,that is, the membership degree of K; €
C. R" is the transposed matrix of R such that R;= R

4 E-mail Classification Agent

The e-mail classification agent consists of a preprocessing, automatic category gen-
eration and dynamic category hierarchy reconstruction steps. The Preprocessing step
performs the task of extracting the index terms, such as representative subjects and
contents from e-mails. The automatic category label generation generates category
label according to a similarities between index terms using category generation
method. Then an e-mail is classified to a category. The dynamic category hierarchy
reconstruction reconstructs the category hierarchy of e-mails using a dynamic cate-
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e - mail ) Automatic category label Dynamic category y
Message Preprocessing generation hierarchy reconstruction o mail
- . A'set of Tuzzy of classification
M-) | Index subject | > | Topic index | | | iy Al | > and
. N reorganization
| Index body | | Category label | | Implication of cagtegory |

Fig. 1. E-mail classification agent system

gory reconstruction method whenever it is needed. Figure.1 represents the diagram of
e-mail classification agent system.

4.1 Category Generation Method

In this section, we propose a category generation method. Using formula (1), this
method generates the topic index terms that means the index terms having the highest
degree of representativeness. The next step generates a category label automatically.
The message is then classified according to the categories.

But, in the case of topic index terms not containing the meaningful information,
the method cannot represent the actual meaning, therefore formula (1) is unnecessary
or classify e-mails incorrectly. In order of to resolve this problem, we use the dy-
namic category hierarchy reconstruction method to reorganize the category hierarchy
made by classification through category generation method.

4.2 Reorganization of E-mails Using the Dynamic Restructuring
of Category Hierarchy

In this paper, the relationship between indices and categories can be decided by nor-
malized term frequency values between 0 and 1 (meaning a fuzzy degree of member-
ship). That is, a category can be regarded as a fuzzy set comprising the indices ap-
pearing in the e-mails pertaining to the corresponding category. To check the
similarity of two categories, we may have to use a more sophisticated method rather
than the similarity check method based on the vector models. Actually, in the domain
of categories, we must consider the hierarchical inclusion between categories as well
as the similarity between categories. That is why we rely on the fuzzy relational
products, which is able to describe the inclusive relation of two objects. The relation-
ship of two categories can be decided by calculating the average degree of inclusion
of a fuzzy set to another one using the fuzzy implication operator. An average degree
of fuzzy set inclusion can be used for making a similarity relationship between two
categories. By using this, similarity relations of categories can be obtained dynami-
cally. The following example is derived from formula (7).

Example 1. When £= 0.9, 7, AC, < Cy) denoted by (RT <y Ry = 0.05, and 7, (Cs
c G3) denoted by (R" <4 R)5; = 0.60. Fuzzy hierarchical relations of any two catego-

ries are implemented by Restricted Fuzzy Relational Products (7) as shown in the
tables (a) and (b).
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We transform values of (R” « s R) to crisp values using o-cut. (a) of table 2 is the

final output of (RT <y R) using « = 0.94. That is, the ones lower than 0.94 are dis-

carded as 0, the ones greater than or equal to 0.94 are regarded as 1. (b) of table 2 is
the final output using o= 0.76.

Table 1. Restricted Fuzzy Relational Products of categories and indices

L L I, I, I C,_ G G G G

&l 09 1.0 1.0 1.0 10 &l 0.98 0.44 0.76 0.24 0.78

G 00 1.0 0.1 00 10 G 1.00 1.00 0.90 0.05 1.00

G 1.0 0.8 00 1.0 1.0 fo 0.97 0.33 1.00 0.03 0.60

Cs 00 0.0 1.0 0.0 0.1 C, 1.00 0.10 0.00 1.00 1.00

Cs 00 1.0 1.0 0.8 L0 Cs 1.00 0.70 0.60 0.37 1.00
(a) R” ® (R" <, R)

Table 2. The final output of (R” < 4 R) using orcut

C, C, C; Cy Cs C, C, Cy Cy Cs
C 1 0 0 0 0 C 1 0 1 0 1
G, 1 1 1 0 1 G, 11 1 0 1
G, 1 01 0 0 G, 10 1 01
C, 1 00 1 1 C, 10 0 11
Cs 1 0 0 0 1 Cs 1 1 1 0 1
(a) =0.94 (b) a=0.76

o]
r
o]

5

B
B

2

[2}[=P

Cs

(b) x=0.76

Fig. 2. Fuzzy hierarchy as final results

Figure 2 shows the relation diagram of categories as the final results obtained from
table 2. Figure 2 (a) shows the diagram regarding the fuzzy hierarchical relations of
categories in the case of = 0.94, the category C, is a subcategory of all categories
presented except C4, C; and Cs are subcategories of C,. Figure 2 (b) shows the dia-
gram in the case of o= 0.76, C,is located at the highest of the hierarchy, while C, ,
Cs; and Cs are at the lowest. It can be indicated that the case in (b) has a broader dia-
gram than the case of (a), including all relations in the case of (a).
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5 Experimental Results

In this paper, we implemented the prototype using Visual C++. We performed two
experiments on the prototype. Experiment 1 evaluated the accuracy of e-mail classifi-
cation using category generation method. Experiment 2 evaluated the accuracy of re-
organizing category of e-mails using the dynamic reconstruction of category hierar-
chy.

Experiment 1. Our test data was 267 messages files received over a 2 month period.
The Experiment evaluated the accuracy of e-mail classification with category label
constructed automatically according to classification proposed method. The accuracy
of the classification was evaluated by classification expert whether messages or not
belong to the correct category. Figure 3 shows the results of this experiment. Here,
we can see that by increasing the number of category labels, the accuracy improves
and the classification boundary value becomes lower.

Experiment 2. We evaluated the accuracy of reorganizing according to the o value.
The test data was the results from Experiment 1. Table 3 shows the results of this
experiment. Here, we can see that increasing a number of category labels improves
accuracy as the o value becomes higher.

We can therefore conclude that accuracies are improved to 82% ~ 93% using reor-
ganizing e-mail categories.

[ category [ accuracny

i“t

category & accuracy

threshold

Fig. 3. The average accuracy of classification according to boundary value of proposed method

Table 3. The average accuracy of the reorganize e-mail using dynamic reconstruction of cate-
gory hierarchy

o~cut value The number of Category Label Accuracy
90 % 43 82 %
70 % 52 86 %
50 % 67 93 %
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6 Conclusions

In this paper we proposed an e-mail classification agent that will generate category
labels for classifying e-mails automatically and reconstruct the category hierarchy
when necessary. The proposed method uses the similarity on vector model to gener-
ate category labels of e-mails. It reconstructs the category hierarchy when it is
needed.

The proposed method can always be adjusted to reclassify e-mails according to the
user demands. Thus, the proposed method has the following advantages: The user can
manage e-mails efficiently; it improves the accuracy of classification of e-mails; and
finally, it does not require the learning for classification.
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Abstract. In this paper, we investigate the investment strategy in the artificial
market called U-Mart, which is designed to provide a common test bed for re-
searchers in the fields of economics and information sciences. UMIE is the in-
ternational experiment of U-Mart as a contests of trading agents. We attended
UMIE 2003 and 2004, and our agent won the championship in both experi-
ments. We examin why this agent is strong in UMIE environment. The strategy
of this agent is called “on-line learning” or “real-time learning”. Concretely, the
agent exploits and forecasts futures price fluctuations by means of identifying
the environment in reinforcement learning.

We examined an efficiency of price forecasting in the classified environment.
To examine the efficacy of it, we executed experiments 1000 times with UMIE
open-type simulation standard toolkits, and we verified that forecasting futures
price fluctuation in our strategy is useful for better trading.

Keywords: U-Mart, Artificial Market, Reinforcement Learning

1 Introduction

The U-Mart project is a research program which aims at establishing a methodology
for artificial market studies. The U-Mart project has provided an artificial market
simulation system as a common test bed, which are used by researchers in the fields
of economics and information science, which is called U-Mart System [1].
International experiments of U-Mart as contests of trading agents, called UMIE
have been held since 2002 [2]. The contests called for participation of trading soft-
ware agents. Participants trade for a futures to gain from the futures market. Agents
are evaluated and ranked by some criterions. These are average of final profit, maxi-
mum profit, etc. We challenged to this contest, we modeled Al-type agent which
exploits futures price fluctuations by means of identifying the environment in rein-
forcement learning [3]. This agent won the championship in the UMIE2003 and
UMIE2004 experiments; however, we have not been understood the efficacy of pre-
dicting futures prices, and why the agent won. And so we decide to analyze them.

2 U-Mart Details
2.1 Rules of U-Mart Standard Toolkit Experiment

We use U-Mart Standard Toolkit to examine the agent behavior. U-Mart Standard
Toolkit is a simulation toolkit provided to UMIE participants. This toolkit has 20

T.G. Kim (Ed.): AIS 2004, LNAI 3397, pp. 215-223, 2005.
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sample agents which are called standard agent set. These agents are also participate in
the experiments. All participants trade 4 times a day. Trades are continued for 60
days. Prices list is selected from the sequence of J30, an index of Japanese stock Mar-
ket, published by Mainichi Newspapers. All agents are given one billion virtual Japa-
nese yen for the initial cash. Deposit for one unit of futures is uniformly 300,000 yen.
No charge has to pay for contract and settlement.

2.2 U-Mart System from an Agent’s View

We show an overview form an agent. (Fig.1)

{ Input

Latest Spot Prices
Latest FutI:lres Prices
Position Price
Money Quantity
Rest Day Buy or Sell

Fig. 1. An agent’s overview of U-Mart System

An agent receives input information shown at Fig.l. Latest Spot Prices
SP. = (8,,8,5.-,8,,,) contains latest spot prices from time t-119 to time t. Latest

Futures Prices FP, =(s,,s,,...,54,) contains latest futures prices at time t. Position is

latest position of the agent. Money is latest money of the agent. Rest day is remaining
time to final settlement.

3 Agent Trade Strategy

Our agent exploits input information, learns it, and forecasts futures price. Then, the
agent makes an order decision according to the forecasted price.

3.1 Agent Learning Model

In this section, we show how our agent exploits information from the market and
predict futures price.

We explain the learning model of the agent that participated in U-Mart. The agent
applies four rules to classify current environments into 128 conditions. An environ-
ment means latest input information (Fig.1). Each condition is expressed by bits of
sequence. Each rule encodes information from environment, and creates bits of se-
quence. Each condition is a bit sequence connected from these encoded bit sequences.
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A condition has price fluctuation rate. The agent incrementally changes expected next
futures price fluctuation at a certain condition. The learning algorithm is as follows.
Fig. 2 shows the overview.

Learning Algorithm

This algorithm prepares futures price fluctuations map whose key is a condition and
value is a futures price flucuation. And then, it updates the map according to the input
information.

0. Initialize: Initialize futures price fluctuation map f : Condition — R for all con-

dition.
f(C)«0,VCe Condition (1)
Each condition C'is 7 binary bits of sequence defined as following equation:
C e Condition = {0,1}’ )

1. Get condition: Get recent condition C, € Condition at time t by applying rules
to input information. The input information is both spot price list SP,, and futures

price list F'F, . This condition C, € Condition is saved to use next time t+1.

C, < Rules(SP,, FP), Rules : Z'** x Z* — Condition 3)

2. Learn fluctuation: Update fuluctuation map f : Condition — R . The key is
previous condition C,_; and the value is the right part of the following equation.
Let f " be the updated map. Learn futures price fluctuation into previous condi-
tion C,_; from latest futures price fluctuation (p, — p, )/ p,_, . o is a learning pa-

rameter.

PC) e m@ € rax PP @

t-1

3. Return 1.

Forecast Price

Forecast next futures price f?t 41, from futures price fluctuations map . The key is the
latest condition C, at time t. C, is obtained from equation (3).

ﬁt+1:pt+f(ct)xpt (5)
And also we show 4 rules.
Rule 1 Spot- Futures Spread

This rule compares last spot price and last futures price, and calculates spread be-
tween last spot price and last futures price by following equation.

SpotFuturesSpread = (s,— p;) / p; (6)
After that, it creates 3 bits of sequence condition Rrulel According to an area which

contains the value of SpotFuturesSpread.
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Agent Inside Forcz}sted
Price
Latest
Condition {  Forecast Price | Decide >
i)  Rules ‘ ] Order
X Learn movement ‘

Previous

Condition

Fig. 2. Agent inside overview

Areas are divided by thresholds {-0.05,-0.02,-0.01, 0, 0.01, 0.02, 0.05}. (Fig.3)
For Example, if SpotFuturesSpread = 0.012 and then, Rulel creates a bits of se-
quence “101”.

-0.05  -0.02 -0.01 0 0.01 0.02 0.05

R
000 {001 [010 |011 |100 101 |110 |111

Fig. 3. Rulel

Rule 2 Short-Long Moving Average
Rule2 compares short moving average and long moving average that are calculated
following equation.

Short moving average S = 3 step moving average of futures price
Long moving average L = 7 step moving average of futures price
Comparison Value SL=S/L

And Rules2 creates 2 bits of sequence condition,,,,, according to an area which

contains the value of SL. Areas are divided by
thresholds {0.95, 1.00, 1.05} (Fig.4). 0'195 1'100 l.lOS
Rule 3 Futures Price Trend

This rule compares last futures price p, and previous 11 {10 {01 {00

futures price p,_; , and creates 1 bit sequence by Fig. 4. Rule2

following equation.

conditiong,,; =00 p,>p, )16 p,<p,.) )

Rule 4 Spot Price Trend

This rule compares last spot price §,and previous spot price S and creates 1 bit

-1>
sequence by following equation.

conditiong,,, =0(if s, >s,),1Gf s,<s5,) ®)
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And then, a condition is created from above 4 conditions.This condition is 7 bits of
sequence.

condition = (conditiony,,, ,condition,,,,, ,conditiony,,, ,condition,,,, )

Fig.5 is an example of data structure which contains encoded Condition and learned
price fluctuation rate.

000 10 |1 1 [0.00

Spot and Sho.rt
Future Moving Future Spot price
Spread Average Price Price fluctuation
and Long Trend Trend rate
Moving
Average

Fig. 5. An example of encoding environment

3.2 How to Decide Order
The agent decides Order (Price, Quantity, BuySell) by following equations.

PositionAdjust )
=orderGainX(p,., — p,) — positionReductionRatio X Position

Price=p,,, (10)
Quantyty = min(‘PositionAdj ust], maxQuant) (11)
BuySell =

BUY(if PositionAdjust > 0), a2

SELL(if PositionAdjust < 0),
None(if PositionAdjust = 0)

4 Experiment
4.1 Supposition

To evaluate the efficiency of learning, we put forward following hypothesis.

Forecasted Price Fluctuations by Learning Algorithm Are Better Predictions Than
Previous Price Fluctuations

We defined distance between actual price fluctuations and forecasted price fluctua-
tions to investigate this hypothesis by following equation.

A T ~
d(F,A)=%Zf,—at

t=1

13)
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A=(a,,a,,...,a;) is an actual futures prices list. T=240 is trading period of
itayose. F'=(f,, f;,--» f7) is a forecasted prices fluctuations list.

Let [3'

Exploited D€ 2 forecasted prices fluctuations list obtained form Learning and

Forecast Algorithm. F’ EasyForcasted is a forecasted prices fluctuations list calculated

following equation:

2 _(7 7 >N P~ Py Pra = Pro
FEasyFurcasted - (f‘l’f‘Z""’ fT9) - O’ LR (14)
Py Pro
And, we suppose
d(FExploited b A) < d(FEasyForcasted s A) (15)
That is, F Exploirea 18 better performance than F EasyForcasted -

4.2 Simulation Settings

1000 times of simulations are executed with UMIE2003 Standard Toolkit. We remain
simulation settings default values. Prices lists are selected from J30. Trading start day
is randomly selected.

Then we set the agent parameters as follows.

Table 1. Agent Parameters

maxQuant 200

orderGain 4
positionReductionRatio 0.1
a 0.5

5 Simulation Results

The simulation results are shown as Table 2. Averages of two distance and histogram
of two distance show that our hypothesis is correct. Thus, we can find forecasted price
fluctuations by learning algorithm are better predictions than previous price fluctua-
tions.

Table 2. Simulation Results

average profit 50450187

average of distance d (F Exploited > A) 0.003456

0.005681

average of distance d (F EasyForcasted ° A)

The histogram of the profit is shown in Fig.7. The agent can gain profit from vari-
ous kind of environment with Standard ToolKkit.
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Fig. 6. Histogram of two distances

And also, we show a simulation result of relation between forecasted price fluctua-
tions and actual price fluctuations in Fig.8. This is a simulation result. Other results
are similar result. This result shows some good performance of forecast algorithm.

120

100

80

60

Frequency

40

20

-10 -5 0 5 10 15 20 25 30 35 40
Profit ratio(%)

Fig. 7. Histogram of profit ratio form simulation results
And then, we show relation between the distance and profit from simulation results

in additional experiments. (Fig.9.) In additional experiments, We modify equation (4)
in our leaning algorithm to reveal when accuracy of predicting future prices are bad.

£C.) — (=) f(C.,) +ax PPt 4 Noize, Noize € U(-w,w) (16)

t-1
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U(-w, w) means uniform distribution whose range is [-w, W] . we N(0,0.02%)
is randomly selected in each simulation. N(0,o*) means regular distribution whose

average is 0 and variance is ¢2. We can see their correlation on the whole. The accu-
racy of predicting future price movement is important in our investment strategy.

2
2
= o Lo
E e \l.g
2 .10.00% -8.00% -6.00% -4.00% -2.00% 4.00%
< . ¢ %
é o -1.00%
= ® 4
§ -2.00% |
5 .
=

=3.00%

*
4.00%

Real price fluctuations

Fig. 8. A simulation result: Comparison of forecasted and real price fluctuations

60.00%

40.00% -

20.00%

0.00%
0.01 0.012 0.014

Profit Ratio

-20.00%

-40.00%

-60.00%

-80.00%
d(Fpypioireas 4)

Fig. 9. Additional 1000 times of simulation results: relation between distance and profit

6 Conclusion

The goodness of the learning algorithm is verified by the above experiment. And also,
we showed the relation between the accuracy of predicting future price movement and
profit by the additional simulation. However, it is revealed that our agent may suffer a
loss when future price movement is so hard. To improve agent more robustly, we
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think that the agent’s invest strategy should count on risk avoidance according to the
volatility of learned price movement list. As a next research program, we will think
robust investment strategy.
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Abstract. In this paper, we describe the design and implementation of a multi-
agent system that supports prediction of three dimensional structure of an un-
known protein from its sequence of amino acids. Some of the problems in-
volved are such as how many agents should be coordinated to support predic-
tion of protein’s structures as well as how we devise agents from multiple
resources. To address these problems, we propose a plan-based coordination
mechanism for our multi-agent system. In our proposed system, MAPS, The
control agent coordinates other agents based on a specific multi-agent plan,
which specifies possible sequences of interactions among agents. This plan-
based coordination mechanism has greatly increased both coherence and flexi-
bility of our system.

1 Introduction

Management Information Systems are often intended to achieve high performance by
modeling the business processes within an enterprise. Even though there are so many
processes different from each other depending on human experiences, in most cases,
those models that are implemented can be defined as the best computerized processes.
And while the operators can be human or automated programs at the operating level,
most of these processes are stereotypes, or similar to each other. It is not the case for
biology, however, in which research processes are more dependent upon specialists’
experience and knowledge and for the more, the processes taken can not be regarded
as the best methods, as each steps in the course of research requires judgement based
on expertise. And in case of predicting protein structure, the operations at each step
are not uniform in their nature even though they appear to be all similar. This is
caused by the fact that each databases and software tools are developed in different
places with different goals and within different time frame as different nations and
organizations are involved in the development. Taken all these characteristics into
consideration, the solution requires systemic approaches. First of all, it needs to ana-
lyze whether the processes can be computerized, and then can be executed within the
constraining time and other conditions. Following that, we should decide what meth-
ods to be used to achieve the goal of predicting structures. In this case, processes are
composed of message querying and answering operations in most of processes. Of
course, these message executions practically require considerations of so many fac-
tors. From the perspective of actions, the goal is a sequence of actions, in other
words, composed of succeeding results of message actions. Therefore, there is a need
for special types of multi-agent system that are capable of supporting the strong
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modulation, reliability, and extensibility on the basis of messaging processes. In this
paper, we describe the design architecture and implementation of MAPS(Multi-Agent
system for Protein Structure prediction). MAPS is a multi-agent system which is
suitable for operating in the prediction of protein’s three dimensional structures. Us-
ing intelligent techniques, it can change its course of actions in reaction to stimulus
imposed from the environment while performing various actions. MAPS also meets a
variety of needs by connecting to Agentcities network, accommodating a great deal of
changes in biological databases both on quantitative and qualitative aspects, while
sharing the data at the same time being operated as an integrated unit[9].

2 Backgrounds

Currently there is a great emergence of resources (which are databases and software
tools) that deals with biological information at numbers and volumes on the Internet.
Particularly, starting from the latest period of the genome project, protein-related
resources have been growing up at surprising rates [1]. Among them there exist the
databases that are directly related to protein structure prediction, utilized by biologists
for computational prediction processes. These include PDB, 3D-pssm, SwissProt,
Psipred, Scop, PredictProtein, HMMSTR, and others [2]. In addition, there are many
different types of software tools which facilitates such tasks as creating structure,
searching similar sequences, aligning multiple sequences, or analyzing sequences,
etc., which are related with protein sequence analysis. These tools include NCBI-
Blast which searches similar sequences, Clustalw that is used for multiple sequences
alignment, SWISS-MODEL that creates three dimensional structures with querying
sequences and templates.

The research on agent and multi agent system has reached the phase that some of
the research results are conducive to the development of agent-based system, and
agent-based system is being regarded as the method of development for the next gen-
eration. BiIoMAS uses DECAF for genome annotation, which is a toolkit that pro-
vides multi-agent environment based on RETSINA, and is a prototype system con-
taining repository databases to store automated annotation and sequences [4,6]. The
ECAF is a system suitable for biological domain in that it includes a planner, which
carries out the roles of plan writer, plan coordinator, plan executer, and scheduler and
executor. MeLiSA is a system that uses ontology-based agent techniques in medical
science [5]. It is an agent system, which uses a simple agent that searches medline
database based on the MESH system. BioAgent is a multi and mobile agent system
developed for genome analysis and annotation process by biologists [3]. It was de-
veloped to support researchers by completely decentralizing the tasks needed for
research, and reducing network overloads, providing conveniences to researchers.
GeneWeaver is a system designed for genome analysis and protein structure predic-
tion [1]. Its special features indicate that it was developed for analysis of biological
data resulting from combined use of heterogeneous databases and software tools. It is
noted that GeneWeaver employed the concept of multi-agents to solve the problems
occurring in distributed and dynamically changing environment.

The most important problem related to a multi-agent system comprised of multiple
agents, is the coordination which deals with how to guarantee the autonomy of each
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Coordination

‘ Cooperation ‘ ‘ Competition ‘

‘ Planning ‘ ‘ Negotiation ‘

Distributed Centralized
Planning Planning

Fig. 1. A taxonomy of coordination mechanisms

component agent and how to maintain the global coherence of system [8]. Until now,
various methods to handle the coordination of multi agents have been developed in
many application areas. These are summarized in figure 1. Firstly, coordination
mechanism is divided into cooperation and competition. Employing cooperation
mechanism, all component agents try to cooperate for one global goal, and in compe-
tition mechanism, conflict or competition among the agents take place to secure bene-
fits. For cooperation, it can be applied the method of coordinating the component
agents according to the plan meticulously devised ahead. On the other hand, to con-
flict or competition, coordination through the self-controlled negotiation between the
components can be applied. Especially in plan-based coordination, either distributed
planning method in which all the component agents together participate in making
plans, or the centralized planning method in which a system administrator or an agent
is fully responsible for can be chosen.

3 System Design

We have developed a system to facilitate diverse researches about proteins through
transforming the protein resources into agents and administrating these agents regard-
less of platforms or locations. This paper describes the design of the system that per-
forms protein structure prediction. MAPS utilizes an agent, named CODY, as media-
tor and coordinator, then, which is capable of operating the steps of protein structure
prediction comparatively easily and changing the prediction process autonomously.
To materialize it, we used the techniques of plan-based intelligent agent. The data
produced in the middle of processing stage need to be processed or changed so that
the data can be approached easily, or in some cases the data should be processed
through some specified software. The agents in MAPS decide whether or not to per-
form these jobs through interactions among agents.

3.1 The Process of Protein Structure Prediction

There are three types of methods in predicting protein structures which are defined by
CASP(Critical Assessment of techniques for protein Structure Prediction). Homology
modeling method predicts three dimensional structures by comparing the three di-
mensional structure of similar sequence with that of query sequence, when sequence
similarity is higher than roughly 25%. On the other hand, fold recognition is used
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when the similarity is lower than 25%. It is the method, which finds fold structure on
the basis of secondary structures predicted through comparison and alignment with
the other secondary ones, that predicts three dimensional structures. If similar se-
quences can not be found because similarities are too low, ab-initio method is used.
This method predicts three dimensional structures by measuring and analyzing physi-
cal and chemical properties computationally, based on simple sequence informa-
tion [7].
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prediction

3.2 System Architecture

In MAPS, there are four types of agent that can be categorized according to their
roles and functions.

— Interface agents: Ul, PE

— Brokering agents: AMS, DF, CODY

Task agents: NBLAST, PBLAST, CLUSTALW, MODELLER, SVIEWER
Resource agents: PDB, 3DPSSM, SPROT, PPRED, SCOP, PDPROTEIN,
HMMSTR

Interface agents play roles as the interface in the system to assist users in using an
entire system. Brokering agents control and coordinate the operations between agents,
and save those information as needed. Task agents compute the information produced
about by resource agents, analyze the processed results. Resource agents practically
connect to the protein structure databases which should be used for protein structure
prediction, query, and find the information, replacing human browsing and searching.
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Actually, the operating agents, which take the role of connecting to databases and
responding to user’s queries, find and provide the information requested by users. In
the case of PDB agent, it fetches the files of protein structures and the related addi-
tional information at the request of users, and 3DPSSM and SPROT agents bring
various types of information that are secondary, tertiary, annotation information or
structure files. Task agents filter the essential information needed for analyzing in-
formation based on what users query and predicting of protein structure. NBLAST
and PBLAST agents search similar sequences and analyze results of the search.
CLUSTALW agent analyzes information produced through multiple sequence align-
ment with a queried sequence and found sequences, acquire from that process the
information of evolutionary relationship needed for family analysis, origination
analysis, and domain analysis. MODELLER agent connects to SWISS-MODEL
server with user’s query data and derivates a structure. Queried data can be only a
sequence or sequence and template file, and the result is a predicted structure file
along with related information. SVIEWER agent utilizes a Swiss-PdbViewer program
in producing the datum for MODELLER agent. PE (Plan Editor) is an agent that will
be developed so as to support user by himself in designing and describing the process
of protein structure prediction. The users of system are mostly the researchers in
biology or in related fields even though they are not specialists on agent systems. It is
not possible for them to write plans themselves, and therefore we intend to develop a
plan editor which is devoted to writing plans, and through which users can write
plans easily without having knowledge on detailed processes and related syntaxes.
CODY agent carries out the most important role in all of the process which is plan-
ning, coordinating, communicating, mediating. AMS and DF agents perform admini-
stration and directory services that are essential in operating a multi-agent system.

3.3 Plan-Based Coordination

In MAPS system using multiple agents, the role of CODY agent is very important.
CODY agent processes users’ requests from Ul agent, or mediates the results and
data. The most important task is which coordinates agents based on plans, and it must
be processed separately in aspect of plan and coordination. First of all, in the aspect
of plan, in case that there is no single comprehensive path that is standardized and
precisely defined to achieve a global goal, it can be a solution that the whole process
is divided into primitive plan units, and achieve the goal by carrying out these primi-
tive plans consecutively. But because these primitive plan units are not performed
repeatedly in the same sequence, it is necessary to specify the preconditions for plan
execution and selectively choose the plans to execute in accordance with these condi-
tions. That is, it requires the description of conditions upon which the plans are
judged whether to be executed or not.

Table 1 describes some part of the process executed by the CODY agent for pro-
tein structure prediction. The process reveals that most of the forms of interactions
are a request- and a response-based message communications. The problems arise
from the multiplicity of agents. Generally, agents in multi-agent systems have plans
for the individual goal and its operation, pursuing the ‘selfish’ objectives. But the
agents comprising MAPS should be cooperative considering domain characteristics
and most of the processes of agents operation are performed in a serial manner rather
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than the parallelized one. Therefore, it is desirable to pursue a goal through coopera-
tion in the form of request and response between the leading and the other following
agents in accordance with the plans, rather than to compete among selfish agents.
Consequently, CODY agent comes to have more complex architecture than other
agents.

Table 1. Some part of the process executed by the CODY agent

if(protein ID exists){
PDBID = ask for SPROT(protein ID);
if(PDBID exists){
3D_structure_ file = ask for PDB(PDBID);
respond to UI(3D_structure_file);
}else{ //if PDBID not exists
sequences = SPROT(protein ID);
ask for NBLAST to search the similar sequences(sequence);
if(sequences exists lower than E value 1) getting m number of sequences;
else if(sequences exists higher than E value 1 and lower than 10){
getting n number of sequences or
ask for PBLAST to search the similar sequences (sequence);

}else{ ... } //if not exists protein ID
/Im, n, p, q are user defined variables

Other Agents
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Fig. 4. The structure of the CODY agent

Communication

The structure of CODY agent is given in figure 4. CODY agent has five modules
on the whole. Communication module mainly handles the control process among
agents based on messaging. Action module communicates with other agents based on
messaging as well, and it is to transfer data which are produced overwhelmingly large
in quantity due to the characteristics of biological domain. The data that are processed
and collected at the directions of Communication are transferred to CODY agent and
saved through Storage module. Knowledge Management is a module for mainly ana-
lyzing the meaning of data utilizing ontology, and is planned to be implemented in
the next phase of our research. Control module manages and mediates the processes
among all the internal modules. Aside from these, in a multi-agent system, there is a
need for supporting agents that assist and manage the control of calling and commu-
nication. MAPS has AMS(Agent Management System) to manage agents and
DF(Directory Facilitator) agent which provides the directory service for the names of
agents and the service lists.
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4 Implementation and Execution

MAPS is a system that is operated to predict protein structure based on multiple
agents. Accordingly it needs to support various types of agents that are distributed in
many different platforms. And the system can not operate based on a complete, single
plan that is predefined. In this paper, we make a connection to Agentcities network to
support openness and decentralization of agent system utilizing JADE (Java Agent
Development Framework) for the purpose of openness, and JAM architecture for the
purpose of decentralization.

Table 2. An example plan written in JAM script language

11
//IPLAN  find_3dSTR_byPID
1/

PLAN : {
NAME :
“find 3D structure process by PID”
GOAL :
ACHIEVE got_3dSTR “true”;
PRECONDITION :
FACT is_PID $is_pid;
==is_pid “true”);
CONTEXT :
FACT is_3dSTR $is_3dSTR;
== $is_3dSTR “false™);
FACT is_PDBID “false”;
BODY :
RETRIEVE 3dSTR $3dSTR;
RETRIEVE PID $pid;
RETRIEVE PDBID $pdbid;
RETRIEVE is_PDBID $is_pdbid;
EXECUTE Search_SPROT $pid; //function 1

WHEN : TEST (== $is_pdbid “true”)
it
ACHIEVE find_3dMODEL_by_PDBID;

}
WHEN : TEST (== $is_pdbid “false”)
it

}
SUCCEED;

ACHIEVE find_3dMODEL _byNo_PDBID;

JADE is a platform developed strictly following specifications proposed by FIPA,
and is a middle ware system supporting the development of multi-agent application
system based on peer-to-peer network architecture. Using JADE, one can devise the
agents capable of negotiating, coordinating among agents, while being distributed,
which are equipped with such traits as pro-activity, multi-party, interaction, openness,
versatility, usability, and mobility. Agentcities network provides connection services
among various and heterogeneous agents following the FIPA standard, and is an
open-based network system supporting the worldwide online cooperation of agents.
The reason for adopting Agent cities network environment is that it can increase the
flexibility in integrating services of heterogeneous agent platforms by providing the
agent mechanism that is highly adaptable and intelligent owing to its capability of
interchanging and sharing through ACL messages. Until now, 97 platforms have been
registered and we can use their various services through a platform directory, an
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Table 3. Protein’s id and sequence retrieved from SwissProt

PID : PO8SER

Fasta format Sequence :

=spPORSERBIAR_HUMAN  Beia-1 adrenergic receplor (Beta-1  adrenoceptor) (Beia-1
adrenoreceptor) - Homo sapiens (Human).

MGAGVLVLGASEPGNLSSAAPLPDGAATAARLL VPASPPASLLPPASESPEPLSQOW A
GMGLIMALIVLLIVAGNVLVIVATAKTPRTL.OQTLTNLFIMSLASADLVMGLLVVPFGATIVY
WOERWEYGSFFCELWITSVDVLOCVTASIETLCVIALDRY LAITSPFRYQSLLTRARARGLVCT
VWAISALVSFLPILMHWWRALSDEARRCYNDPRKCCDFVINRAYAIASSVVSFYVPLCIMA
FVYLRVFREAQK QVKKIDSCERRFLGGPARPPSPSPSPYPAPAPPPGPPRPAAAAATAPLAN
GRAGKRRPSRLVALREQKALKTLGIIMGVFTLCWLPFFLANVVKAFHRELVPDRLFVFFN
WLGYANSAFNPUYCRSPDFRKAFQGLLCCARRAARRRIATHGDRPRASGCLARPGPPPSP
GAASDDDDDDVVGATPPARLLEPWAGONGGAAADSDSSLDEPCRPGFASESKY
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Fig. 5. A screenshot of an examplary execution processed by MAPS

agent directory, and a service directory. The representative agent platforms that are
accessible to Agentcities, include April, Comtec, FIPA-OS, JADE, ZEUS, and others.

JAM is an intelligent agent architecture, equipped with a function of supporting
plan-based reasoning. Especially, it has a merit in that it achieves a goal by perform-
ing a hierarchy of small plan units, leading to the fulfillment of one global plan unlike
rule-based systems. JAM is composed of the plan library which is a collection of
plans that an agent can use to achieve its goals, the interpreter which is the agent’s
“brains” that reason about what the agent should do and when it should do it, the
intention structure which is an internal model of the goals and activities the agent
currently has and keeps track of progress the agent has made toward accomplishing
those goals, and the observer which is a lightweight plan that the agent executes be-
tween plan steps in order to perform functionality outside of the scope of its normal
goal or plan-based reasoning. Table 2 gives an example plan written in JAM script
language.

An example of the protein structure prediction process using a prototype is de-
scribed below. We try to find three dimensional structure of a protein about an amino
acids sequence with a locus id named ‘ADRB1’. This sequence is a material that
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resides in human chromosome 10. To begin with the process, a query is sent to
SPROT agent to find its protein id and sequence with ‘ADRB1’. The result is shown
in table 3. But the information returned from a PDB agent when queried with a PID is
not what has been searched for. When queried with the sequence again, we obtain 14
structures in total as the result of the search. And all the structures are downloaded,
templates are constructed from each of them using SVEIWER agent, and then trans-
ferred to MODELLER agent to retrieve predicted structure file. An example of pre-
dicted structures is depicted in figure 5.

5 Conclusion

In this paper, we have described our research on the prediction of protein’s three
dimensional structures using a multi-agent system. Being an implemented system,
MAPS has the capability of operating the steps of protein structure prediction by
coordinating CODY agents on the basis of plans, unlike the conventional agent-based
systems. Our proposal has two aspects: One is cooperation, which is suitable as coor-
dinating type in biological domain. The other is the method which is the plan-based
approach for archiving the global goal composed of a succession of small plans, not
as a monolithic and complete single plan. Also as MAPS is capable of joining and
operating on heterogeneous platforms whenever the system requires, or wherever it is
located, by connecting to agent cities network, it can immensely increase its open-
ness, decentralization, and extensibility.
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Abstract. Cell-DEVS is an extension to the DEVS formalism that allows the
definition of cellular models. CD++ is a modeling and simulation tool that im-
plements DEVS and Cell-DEVS formalisms. Here, we show the use of these
techniques through different application examples. Complex applications can
be implemented in a simple fashion, and they can be executed effectively. We
present example models of wave propagation, a predator following prey while
avoiding natural obstacles, an evacuation process, and a flock of birds.

Introduction

In recent years, many simulation models of real systems have been represented as cell
spaces [1, 2]. Cellular Automata [3] is a well-known formalism to describe these
systems, defined as infinite n-dimensional lattices of cells whose values are updated
according to a local rule. Cell-DEVS [4] was defined as a combination of cellular
automata and DEVS (Discrete Events Systems specifications) [5]. The goal is to
improve execution speed building discrete-event cell spaces, and to improve their
definition by making the timing specification more expressive.

DEVS is a formalism proposed to model discrete events systems, in which a model
is built as a composite of basic (behavioral) models called atomic that are combined
to form coupled models. A DEVS atomic model is defined as:

M =< X, S, Y, 81NT9 6EXT9 7\,, D > (1)
where X represents a set of input events, S a set of states, and Y is the output events
set. Four functions manage the model behavior: Syt the internal transitions, Sgxr the
external transitions, A the outputs, and D Othe duration of a state. When external
events are received, the external transition function is activated. The internal events
produce state changes when the lifetime of a state is consumed. At that point, the
model can generate outputs, and results are communicated to its influencees using the
output ports.

Once an atomic model is defined, it can be incorporated into a coupled model:

CM=<X,Y, D, {Mi}, {li}, {Zij} > 2)
Each coupled model consists of a set of D basic models Mi. The list of influences

Ii of a given model is used to determine the models to which outputs (Y) must be
sent, and to build the translation function Zij, in charge of converting outputs of a

T.G. Kim (Ed.): AIS 2004, LNAI 3397, pp. 233-242, 2005.
© Springer-Verlag Berlin Heidelberg 2005
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model into inputs (X) for the others. An index of influences is created for each model
(Ii). For every j in Ii, outputs of model Mi are connected to inputs in model Mj.

In Cell-DEVS, each cell of a cellular model is defined as an atomic DEVS. Cell-
DEVS atomic models are specified as:

TDC =< X, Y, S, 9, N, delay, d, BINT’ SEXT’ T, }\«, D> (3)

Each cell will use the N inputs to compute the future state S using the function 7.
The new value of the cell is transmitted to the neighbors after the consumption of the
delay function. Delay defines the kind of delay for the cell, and d its duration. The
outputs of a cell are transmitted after the consumption of the delay.

Once the cell atomic model is defined, they can be put together to form a coupled
model. A Cell-DEVS coupled model is defined by:

GCC =< Xlist7 Ylisl& Xs Y’ n, {tlv"'vtn}7 Ns C3 Bs Z > (4)

The cell space C defined by this specification is a coupled model composed by an
array of atomic cells with size {t; x...x t,}. Each cell in the space is connected to the
cells defined by the neighborhood N, and the border (B) can have different behavior.
The Z function allows one to define the internal and external coupling of cells in the
model. This function translates the outputs of output port m in cell Cj; into values for
the m input port of cell Cy. The input/output coupling lists (Xlist, Ylist) can be used
to interchange data with other models.

The CD++ tool [6] was developed following the definitions of the Cell-DEVS
formalism. CD++ is a tool to simulate both DEVS and Cell-DEVS models. Cell-
DEVS are described using a built-in specification language, which provides a set of
primitives to define the size of the cell-space, the type of borders, a cell’s interface
with other DEVS models and a cell’s behavior. The behavior of a cell (the T function
of the formal specification) is defined using a set of rules of the form: VALUE
DELAY CONDITION. When an external event is received, the rule evaluation proc-
ess is triggered to calculate the new cell value. Starting with the first rule, the
CONDITION is evaluated. If it is satisfied, the new cell state is obtained by evaluat-
ing the VALUE expression. The cell will transmit these changes after a DELAY. If
the condition is not valid, the next rule is evaluated repeating this process until a rule
is satisfied.The specification language has a large collection of functions and opera-
tors. The most common operators are included: boolean, comparison, and arithmetic.
In addition, different types of functions are available: trigonometric, roots, power,
rounding and truncation, module, logarithm, absolute value, minimum, maximum,
G.C.D. and L.C.M. Other available functions allow checking if a number is integer,
even, odd or prime. In addition, some common constants are defined.

We will show how to apply Cell-DEVS to simulate different systems. We describe
different models that are implemented and executed using the CD++ tool, focusing on
particular characteristics of each system. We will show how complex applications can
be implemented in a simple fashion.

A Model of Wave Propagation

The state of a wave on water is characterized by its phase, intensity, direction and
frequency. We built a model of wave propagation, which is based on sine waves [7].
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If two waves with the same frequency are combined, there is a constant interference
pattern caused by their superposition. Interference can be either constructive (mean-
ing that the strength increases), or destructive (strength is reduced). In destructive
interference, after superposition, the resultant wave will correspond to the sum of
both waves. As phases are different, the wave will be canceled in those zones where
there is overlap. The amount of interference depends of the phase difference in a
point. When a wave encounters a change in the medium, some or all the changes can
propagate into the new medium (or it can be reflected from it). The part that enters
the new medium is called the transmitted portion, and the other the reflected portion.
The reflected portion depends on the characteristic of the incident medium: if this has
a lower index of refraction, the reflected wave has an 180° phase shift upon reflec-
tion. Conversely, if the incident medium has a larger index of refraction, the reflected
wave has no phase shift. In order to simulate the interference between waves and the
propagation in CD++, we defined a multidimensional model, in which each plane was
defined by every direction of wave spread (four directions for this example). We
defined an integration plane, which is a composition of the direction planes, and con-
tains the value or intensity of the wave corresponding to this position. Every cell in
the cell space represents the minimal possible portion of the medium in which the
wave propagates. Each cell has two values, phase and intensity. An integer value
between zero and eight represent phase and a fractional value between zero and one
(intensity).

rule: {0} 100 {trunc{0,7,0)=#%maxFase or {(fractiocnzal(2,0,0)<.0001 and
fractional ({0,0,00)=0)}

rule: {trunci(l,d,0}+fracticnal{l,d,C)*fattenuaticn} 100 {{1,0,0)!1=0}

rule: {trunc(2,0,0)+1+fractional (J,0,03F 100 { (0,0,0)1=0}

Fig. 1. Rules for wave propagation

Figure 1 shows the rules used in CD ++ to specify the spread behavior. The first
rule governs the attenuation of the wave. If the wave intensity is below of 0.0001 the
wave propagation stops. The second rule contemplates the spread of the wave to-
wards its neighbors, which preserve the phase of the wave but attenuate the intensity.
The third rule contemplates the spread of the wave in the current cell. In this case, the
cell intensity value does not change (only the phase).

rule: {{isin(PI/4d*tzuncii{2,0d,L1}1) * fractiornaliil,d,Ll}) + =iniPI 4 *
tzunc{(0,0,2))) * fractional((0,0,2)) 4+ sin{PIf4 * tzunci((2,0,3))) *
fractienzl{(0,0,31) + =in{PI/4*trunc((0,0,4))) * Zractionall((0,0,4

1)
}y * 10 } 100 {(0,0,1)1=0 or (2,0,2)!=0 or {(0,0,3)!=0 or (&,0,4)!=0D:

Fig. 2. Integration Rule

Figure 2 shows the rule describing the values of the direction planes used in order
to obtain the wave value in the medium in which is traveling (the value corresponds
to the discretization in eight phases of sine wave). Figure 3 shows the simulation
results of the wave model. Only the integration plane is showed (direction and inten-
sity). It is possible to appreciate that the wave propagating produce attenuation.
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Fig. 3. Result of wave propagation. (a) A wave traveling from left to right. (b) The wave re-
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Predator-Prey Model

In this model, a predator seeks a prey, which tries to escape [8]. With predators al-
ways searching, prey must constantly avoid being eaten. A predator detects prey by
smelling, as prey leave their odor when moving. The predator moves faster than the
prey, and when there is a prey nearby, it senses the smell, and moves silently towards
the prey. Each cell in the space represents an area of land (with vegetation, trees,
etc.). Dense vegetation does not allow animals to advance, and thick vegetation form
a labyrinth. When a prey is in a cell, it leaves a track of smell, which can be detected
for a specific period (depending on weather conditions).

The cell’s states are summarized in the following table. For example, the cell value
214 represents a prey following vegetation to find the exit in E direction.

Table 1. The following table describes the cell state codification using a natural number

Cell Description

Value
1.4 An animal moving towards N (1), W (2), S (3) or E (4).
200 Prey looking for the labyrinth’s exit.
210 Prey following the forest to find the exit.
300 Predator looking for the labyrinth’s exit.
310 Predator following the forest to find the exit.
400 Thick forest (does not allow animal movement).
0 Thin forest (allows animal movement).

101..104 ~ Smell.

Figure 4 shows the specification of the model using CD++.

In Table 1, cell’s value equals to 400 represents forest where the prey and predator
can’t move (labyrinth). To specify this cell behavior we use a special rule (first rule in
Figure 4), which is evaluated if only if the cell’s value is equal to 400. The second
and third rules govern the predator movement towards N. In this model the cell’s
value from 200, 210, 300 and 310 finished in 1 represents foward N, finished in 2
represents toward East, finished in 3 represents toward S and finally cell’s value
finished in 4 represents toward W. So, as you can see in the second rule, a cell’s
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rule: 311 800 {(0,0)>100 and (0,0)<250 and ((1,0)=311 or (1,0)=301)}

$Tradater moving towards East
rule: O 800 {({L,1)>100 and (0,1)<250 and ((D,0)=313 or (0,0)=3203)}
sule: 313 800 {{(0,0)>100 and (0,0)<250 and((0,-13=311 or {(0,-1}=201})"

$Rules Zrom smell path

zul=: {(0,0)-1} 1000 {(0,0)>101 and (0,0} <105}
~ule: O 1000 {{0,0)<=101}

sule:r (00,03 100 {1}

Fig. 4. Specification of prey-predator’s model

Fig. 5. Execution result of prey-predator’s model [8]

value equals to 301 o 311 represents a predator following the labyrinth toward N. In
this model, the movements rules are in pairs, because one rule is used to move the
prey o predator to the new position and the other is used to actualize the cell where
the animals was. In the movement rules we use a 800 msec delay, which represents
the speed of the predator moving in the forest. The last 2 rules represent the smell
path for a prey. As weather conditions disperse the smells, so we use four different
values to represent different dispersion phases. The first line in the smell rules govern
the smell attenuation by subtracting 1 to the actual cell’s value every second. The last
rule change the actual cell’s value to zero (no smell in the cell).

Figure 5 shows the execution results of the model. A prey is trying to escape from
the predator. Finally, the predator eats the prey.

Evacuation Processes Model

The simulation of evacuation processes has originally been applied to buildings or the
aviation industry. Recently, however, the models have been transferred to ship
evacuation taking into account special circumstances [9,10,11]. Our model represents
people moving through a room or group of rooms, trying to gather their belongings or
related persons and to get out through an exit door. The goal is to understand where
the bottlenecks can occur, and which solutions are effective to prevent congestion
[12].
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The basic idea was to simulate the behavior and movement of every single person
involved in the evacuation process. A Cell-DEVS model was chosen with a minimum
set of rules to characterize a person's behavior:

A normal person goes to the closest exit.

A person in panic goes in opposite direction to the exit.

People move at different speeds.

If the way is blocked, people can decide to move away and look for another way.

|deck ]

dim : [(18,18,2) delzsy : inertial border : wzaoped
localtransition : EvaRule

neighbers ¢ (-1,-1,00 (-1,0,3) (-1,1,0% {(0,-1,00 (2,0,0)y (0,1,0)
(1,-1,0y (1,0,00 (1,1,0)y (-1,-1,1) ¢(-1,0,1) (-1,1,1) (O,-1,1} ...
[EvaRule]

% Rules tc ole movement

rule : <trunc{(0,0,0]/10)*10+41} 11000 / rema:
ALOy, 10y b {({0,0,3)=0 AND remzinder(trunc| 13,10) =0 BND

remainder (trusc{(0,0,0) /1300020) ,10) = [Lu,—l,u =0 R (0,-1,0)=—
2) RND cellPos(2)=0 JAND (((3,-1,1) < ll,—l 1) CR (1,-1,0}>0 OR {1,-
1,0)=-1 OR (zandint(5)=0) ) &AND ({0,-1,1) <= {(1,0,1) OR (1,0,0)=0 OR
(1,0,0)=-1 COR (randint(5)=0) ) AND ((0,-1,1) <= (1,1,1) CR (l,_,_}>0

nder it:‘unc (o, 0,0

OR (1,1,0)=-1 OR (randint(5)= AND ((C,-1,1) == (0d,1,1) OR

(0,1,0)>0 R {(0,1,0)=-1 OR ( st (5)=0} 1 BND ((Q,-1,1) <= (=1,1,1)
OR {(-1,1,0)=0 QR (-1,1,0)=-1 (randint {(5)=0} 1 AND ([(0O 1,1y == (-
1,0,1) Oor (-1,0,00=0 OR (-1,0,0)=-1 COR irandint(5)=0) ) &KD {(d,-1,1})

<= {-1,-1,1y oR i-1,-1,0}>0 CR i-1,-1,0)=-1 CR (randint {31=0} 1}):

% Rulss to contrel sanie hehavicr

rulp : Ytrunc{(Q,0,0)/13)*L0+1} {1000/ remaindex( c((0,0,0)/10),10)
boo{i0,0,0)=0 AKD zinder (trunc{(2,0,0)/1),10)=0 AKD remal:
dt*’{t’nmr [ (0,1 00y, 10) = ND (0, -1, 0)=0 OR (0, ,0y=-2) AND
cellPos 2')=EIJF-&_ J,-1,1y== 1,-1,1y CR (1,-1,0)=0 OR {l =1,01=-1)

2N ((0,-1,1y»>={1,2,1; CR (L,0,0 =0 OR (1,0,0)=-1) AKD {(i(0,-1,1)==
(1,1,1y 2R (L,1,00=0 OR (1,1,0)=-1) AKD (iO,—l,;}b—iO,l,l] OR

(0,1,00>0 QR {0,1,0)=-1) AND ((0,-1,1)>=(-1,1,1) OR (-1,1,0)>0 OR [
1,1,01=—1) AND ((0,-1,1}%=(-1,0,%) OR (-1,0. n] -0 OR (-1,0,0)=-1) END
((0,-1,1)5=(-1,-1,1) OB (-1,-1,0)>0 OR (-L,~1,0)=—1})}

Fig. 6. Specification of evacuation model

Figure 6 shows the main rules of evacuation model. We have to different planes to
separate the rules that govern the people moving among walls or isles from the orien-
tation guide to an exit. The following table describes the encoding of the cell state, in
which each position of the state is represented by natural number, in which each digit
represent:

Digit Meaning

6 Next movement direction. 1:W; 2:SW; 3:S; 4:SE; 5:E; 6:NE; 7:N; 8:NW

5 Speed (cells per second: 1 to 5)

4 Last movement direction, it can vary from 1 to 8 (as digit #6)

3 Emotional state: the higher this value is the lower the probability that a person gets

in panic and find a wrong path.

Number of Movement that increase the potential of a cell

Panic Level, represent the number of cells that a person will move increasing the
cell potential.

[\

—_
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We used two planes: one for the floor plan of the structure and the people moving,
and the other for orientation to an exit. Each cell in the grid represents 0.4 m® (one
person per cell). The orientation layer contains information that serves to guide per-
sons towards emergency exits. We assigned a potential distance to an exit to every
cell of this layer. The persons will move for the room trying to minimize the potential
of the cell in which they are (see Figure 6).

The first set of rules in Figure 6 serves to define what path a person should follow
using the orientation plane. The basic idea is to take the direction that decrease the
potential of a cell, building a path following the lower value of the neighbors. We
used the remainder and trunc functions to split the different parts of a cell’s value.
Also, we use the CD++ function randint to generate integer random values. We have
8 rules to control the people’s movement, one for each direction. In all cases the rule
analyze the 8 near neighbors to understand what direction the person should take. We
use randint for the case that all the 8 near neighbors has the same value.

Fig. 7. Orientation layer: potential value (people try to use a path decreasing the potential)

The second set of rules governs the panic behavior: a person will take a wrong
path or will not follow the orientation path. In that case, the direction will be calcu-
lated taking the path where the cell’s potential is increased. In this case also we ana-
lyze the 8 near neghibors. This model doesn’t allow people collitions, so every time
that a person move, the destination cell must be empty.

Figure 8 shows the simulation results. The gray cells represent people who want to
escape using the exit doors. The black cells represent walls. Note that the leftmost
part in the figure shows people waiting in the exit door.

Flock of Birds

The motion of a flock of birds seems fluid, because of the interaction between the
behaviors of individual birds. To simulate a flock we simulate the behavior of an
individual bird (or at IE that portion of the bird’s behavior that allows it to participate
in a flock), based on the following behavior rules [13]:
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Fig. 8. (a) People seeking an exit. (b) after 15 seconds, people found the exit

e Collision Avoidance: avoid collisions with nearby flock mates.
e Velocity Matching: attempt to match velocity with nearby flock mates.
e Flock Centering: attempt to stay close to nearby flock mates.

Characteristics of the birds:

e The birds fly in certain direction at a certain speed.
e The field of vision of the birds is 300 grades, but only they have good sight for-
ward (in a zone from 10 to 15 grades).

Based on those rules we built a Cell-DEVS model to simulate the birds’ fly [14].
Each cell of the model represents a space of 4 m?, which can fit a medium size bird
(~18-23 cm.). A second of simulation’s time represents a second of real time. There-
fore, a bird that moves in the simulation with a speed of 7 cells per second, repre-
sents to a bird that flies to 14 m/s. The cell state codification represents with a natural
number the direction of the bird (1:NW; 2:N; 3:NE; 4:W; 6:E; 7:SW; 8:S; 9:SE) and
the speed. For example, the cell value 10004 represents a bird flying to W (unit value
equal to 4) at 1 second per cell.

To avoid the collision of birds, when two or more birds want to move to the same
place, they change their direction using a random speed variable. Figure 9 describes
the model specification in CD++.

Figure 9 shows the execution of the model using CD++. Basically the rules repre-
sents the fly behavior. Birds fly in a freedom way, instinctively when a bird detect
others birds, try to follow them. The bird change the direction and the velocity to
avoid collitions or lost the flock. In this model, we using different time conditions to
simulate the change of bird’s velocity.

We show the birds flying, and when one bird sees the other, they start flying to-
gether.
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[ooids]

type dim : {20,20) delay : transpert

border IT AP

neighboss ¢ (=2,-2) (-2,-1) (-2,0) ({(-2,1) {-2,2) (-1,-2) (-1,-1) (-
o0y ¢-1,1) {-1,2y (0,-2) (0,-1) (0,00 (0,1) «(0,2) (1I,-2) (L,-1}

(L, (1,1 (1,2) (2,-2) {2,-1) (2,00 (2,1} (2,2)

[Zly—rule]

rule : ¢ L+if(({-2,-2)=100000),1,0)+if(((-2,-1)=L00000),1,0)~
iZi{i-2,0)>10 0y, L, 00 +iE0((=-2,1)=100000),L,0)+

0),1,0)+3af(((-1,-2)>100000},1

00y,1,0)=1L(((=-1,0) )0000),1,0)+

0),L,0)+3i£(((-1,2)>100000),1,0)+

U],l,U]+ifff{U,—l)>lOOUOD],l,D]+

V1,00 +if{ ((0,2)>100000),1,0)+

l ) +1E£(((1,-1)=100 000],1 ﬂ]+

u)— £{((1,1)=100000),1,0)+if(((1,2}>100000),1,0)+

]+1fffI2,—l)>lOOUOD],l,D]+

1

,G FLE{ ({2, 1)>100000),1,0)+3if(((2,2)>100000) ,1,0)}

10000) *10} {(0,0)>100000 AND ({(-1,-1}=100 AKD
OB ((-1,0)>100 &AND (-1,0)=8100) CR ({((-1,1}>100 &ND

[ ! COR  {(0,-1)>100 AND (0,-1y=al00) CFR ({0, l])luu ALD
(0,13= .JU] (0] ({1,-1}>100 AND (1,-1)=3100}) QR ((1,0)>100
ENL (1,0y=2100) OR ({(1,1)=100 AND (1,1)=1100))1

Fig. 9. Specification of the Flock of birds model
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Fig. 10. Joining behavior (a) four birds flying isolated; (b) birds flying together

Conclusion

Cell-DEVS allows describing physical and natural systems using an n-dimensional
cell-based formalism. Input/output port definitions allow defining multiple intercon-
nections between Cell-DEVS and DEVS models. Complex timing behavior for the
cells in the space can be defined using very simple constructions. The CD++ tool,
based on the formalism entitles the definition of complex cell-shaped models. We
also can develop multidimensional models, making the tool a general framework to
define and simulate complex generic models.

The tool and the examples are the public domain and they can be obtained in:
http://www.sce.carleton.ca/faculty/wainer/
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Abstract. If there exists a minimization method of DEVS in terms of
behavioral equivalence, it will be very useful for analysis of huge and
complex DEVS models. This paper shows a polynomial-time state min-
imization method for a class of DEVS, called schedule-preserved DEVS
(SP-DEVS) whose states are finite. We define the behavioral equivalence
of SP-DEVS and propose two algorithms of compression and clustering
operation which are used in the minimization method.

1 Introduction

From the discrete event system specification (DEVS) [1] schedule-preserved
DEVS (SP-DEVS) has been modified so that the behavior of coupled SP-DEVS
can be described as atomic SP-DEVS whose states space is finite [2]. Even though
there exists an atomic SP-DEVS whose behavior is equivalent to that of SP-
DEVS networks, if we can minimize the state space of atomic SP-DEVS, it will
be practically useful to identifying its qualitative and quantitative properties [2]
of huge and complex systems.

When trying to show decidability of behavioral equivalence between regular
languages, testifying their structural equivalence of two finite state automata
(FSA) generating the regular languages is more practical than comparing two
languages themselves, because the languages may have the infinite number of
words [3], [4]. This approach seems to be applicable to state-minimization of
DEVS (SP-DEVS) whose states are finite.

But there is one big difference between FSA and SP-DEVS. Every single state
transition of FSA is invoked by an external event so a state transition is observ-
able. In SP-DEVS [2] however, there is an internal state transition which occurs
according to the time schedule. Moreover, when an internal state transition hap-
pens there may be no output generated so the transition is unobservable outside.
Since the behavior of SP-DEVS is defined as a set of observed event sequences
with its happening time, such an unobservable internal event is obstructive when
applying direct comparison of states as in FAS.

Thus we propose a two-step procedure for state minimization as shown in
Fig. 1'. The first step in the proposed procedure is compression in which SP-
DEVS is modified so that unobservable internal state transitions are eliminated

! The proposed procedure assumes that its input is an atomic SP-DEVS. If the tar-
get we want to minimize is a coupled SP-DEVS model, then we can apply time-
translating equivalent (TTE) minimization introduced in [2].

T.G. Kim (Ed.): AIS 2004, LNAT 3397, pp. 243-252, 2005.
© Springer-Verlag Berlin Heidelberg 2005
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Y

Fig. 1. Two Steps Procedure of State Minimization.

as much as the behavior is preserved (Section 3). The compressed SP-DEVS is
used as the input to a clustering step in which behaviorally equivalent states are
clustered as one, then the minimized SP-DEVS whose states are clusters can be
constructed (Seciont 4). Finally, this article shows that we will always achieve
the state-minimized SP-DEVS in polynomial time (Section 5).

2 Behavioral Equivalence of SP-DEVS

2.1 Timed Language

Given an arbitrary event set A, we can then consider a situation that an event
string @ € A* occurs when time is t € T' = R(‘f °° (non negative real numbers
with infinity) where A* is the Kleene closure of A [3]. A timed trajectory is
w:T — A* and a timed word is a timed trajectory restricted to an observation
interval. We write it as wy;, ;) or w : [t;,ty] — A*, in which ¢;,ty € T's.t. t; < ty.
For representing the boundary condition, we use ‘[” or ‘| for a closed boundary
while ‘(" or )’ for the open. In this paper, the timed empty word within [t;,¢f],
denoted by e, 4,1, is that w(t) = e for t € [t;, ;] where € is the nonevent or the
empty string.

A pair of segments w1 € 244, 4,) and w2 € 244, 4,) are said to be contiguous
if to = t3. For contiguous segments w; and wy we define the concatenation
operation w1 -ws : [t1,t4] — A* such that wy -wa(t) = w1 (t) for ¢ € [t1,12), wi(t)-
wa(t) for t = ta, wa(t) for ¢ € (t3,ts] where wi(t) - wa(t) is the concatenation of
the event string. If there is no confusion, we will omit ‘-’ so wjws is the same as
w1 *WwWy.

For each t; € T, we define a unary operator on the segment, translation
operator TRANS;, such that if there is wy, ¢,) = (to,ap)(t1,a1) € 24 then
TRANS;, (Wit 151) = Witittasts+ta) = (to +ta,@o)(t1 + ta,a1). For concatenation
of two discontiguous segments such as wy, 1], Wafr,,.,] Where to # t3, we can
apply the translation operator to ws for making them contiguous and then apply
the contiguous concatenation.

A timed language over A in [t;,ts] is a set of timed words over A in [t;,ty].
The universal language over A in [t;,tr] is the set of all possible timed words
over A in [t;,tf], denoted by 24y, ,,1-We will omit the time range of a timed
word such as {24 when the time range is the same as [0, c0).
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2.2 Formal Definition of SP-DEVS
Definition 1 (SP-DEVS). 4 model of SP-DEVS is a 9-tuple,

M =< X7K57ta76I7577A75075F >
where,

— X(Y) is a finite set of input (output) events.

— S is a non-empty and finite states set. S can be partitioned into two sets:
rescheduling states set S» and continued scheduling states set S. such that
S NS.=0and S, US.=S.

—ta:S — (—Ji—,oo is the maximum sojourning time to the next scheduled state
where Qg "> denotes a set of non-negative rational numbers with infinity.

— 0z : S x X — S, is the partial external transition function.

— 0; : S — S is the partial internal transition function.

— X : S — Y€ is the partial internal output function where Y means Y U {e}.

So C S; is a set of initial states.

Sr C S is a set of acceptable states.

2.3 Timed Languages of SP-DEVS

Given M =< X,Y, S, ta,d., 0+, A\, So, Sr >, the total states set Q = {(s,7)|s €
S,0 < r < ta(s)} considers the remaining time r at s € S. Based on the total
state set, the state transition function § : Q@ x X¢ — (@ is represented by two
state transition functions: for (s,7) € Q, x € X, §((s,7),z) = (0,(s,x),r) if x €
X ANdg(s,x) L% (6-(8),ta(6-(s))) if z =e Ar=0A-(s) L; (s,7) otherwise.
Then the active state trajectory functi0n5 1 QX 2x — Q is a partial function
such that for ¢ € Q, w = (t,z) where x € X and t € T, S(q,w) =gqifx =
€ 0(q,x)ifx € X Nd(q,x) # ¢; is undefined otherwise. Now suppose that

w1 = wa(t,z), v € X wy,we € 2x and t € T. Then for ¢ € Q, 5(q,w1) def

6(0(g, w2)(t, x))).

Finally, the event trajectory over X U Y is described by a IO trajectory
function 4 : Q x 2x — Nxyy such that for z € X, (s,r) € Q and w,wy € Nx,
Agw) = (tx) if w = (t,z); (t,A(s)) fw=(t,e) Ar=0; Y(qw2)(t,z) if w=
walt, ) Ad(q,ws) Ly A(qw2)(t, M) if w = walt,€) Ad(gws) L A = 0; is
undefined otherwise, where §(q,ws) L then §(q, ws) := ¢’ = (s, 1").

Now we are ready to define the two languages associated with SP-DEVS.
The language generated from s of M, denoted by L(M(s)) C f2xuy, is that

L(M(s)) = {3((s, ta(s)), wa)|we € £2x,6((s, ta(s)), ws) L} (1)

For example, for My shown in Fig. 2, L(M;(s1)) = {(to, ?21), (to, 7z1)(t1, ly1) s.t.
0 <t; —to < 2}. Then the generated language of M, denoted by L(M) C 2xyy,
is that L(M) = U,eg, L(M(s)).

2 1 indicates that the associated function is defined. For example, 6, (s,z) | means
that d(s,z) is defined.
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¥ i

In this paper, circles denote states (solid: s € S; and dashed: s € S.), double circles
indicate acceptable states, a number inside a state s is ta(s), arcs are state transitions
(solid: internal, dashed: external) with ?(!) which indicates an input (output) event.

Fig. 2. SP-DEVS Models.

The language marked from s of M, denoted by L., (M(s)) C L(M), is that

Lin(M(s)) = {¥((s, ta(s)), we)|wa € £2x,6((s, ta(s)),wz) € Qr}.  (2)

where Qr = {(s,7)|s € Sp,0 <r < ta(s)}. For example, for M; shown in Fig. 2,
Ly (Mi(s1)) = {(to, ?21)(t1, 1) s.t. 0 < t1 —tp < 2}. Then the marked language
of M, denoted by L, (M) C L(M), is that L, (M) = U,cg, Lm(M(s)).

Before discussing minimization based-on observational equivalence, we would
like to focus our interest on a class of SP-DEVS as follows. Our interesting SP-
DEVS here is proper (1) if ta(s) = 0, for s € S, then A(s) # € and (2) using
ta(s) = oo instead of an internal self-looped state s € S, such that d,(s) =
SAX(s) = eAVx, (s, z) is undefined. For example, My and M3 shown in Fig. 2
are proper, but M3 is not because it violates (2) condition. We are recommended
to use My rather than Ms. From now on, all SP-DEVS is supposed to be proper
in this paper.

2.4 Behavioral and Observational Equivalence

From the definitions of languages associated with SP-DEVS, we define the be-
havioral equivalence another equivalence, called observational equivalence.

Definition 2. Let M =< X,Y, S ta,0,,0;, A, So, Sp > and s1,s2 € S. Then
s1 is said to be behavioral equivalent to s, denoted by sy = so if L(M(s1)) =
L(M(s2)) and Ly, (M(51)) = Ly (M(s2)).

For example, for M; of Fig. 2, L(M;(s1)) = L(Mi(s4)) and L,,(My(s1)) =
Ly (M1(s4)) so s1 b g,

Another way to show the behavioral equivalence is showing observational
equivalence. For symbolic representation of an active state trajectory with an
associated word, we use s; > sy denoting that 0((s1,ta(s1)),ws) = (s2,7”) and
A((s1,7),ws) = w where s1,80 € S, r € T, w, € Nx and w € Nxyy while
s1 £ denotes that neither §((sy,ta(s1)),wz) nor 4((s1,ta(s1)),ws) is defined.

For example, My of Fig. 2, 51 2luy) 52 but sy (}i}) By symbolic representation

of active state trajectories, we define the observational equivalence as follows.
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Definition 3. Let M =< X,Y,S,ta,d;,0,,\, S0, Sp >. For s1,s9 € S, s1 is
said to be observationally equivalent to so, denoted by s1 =° so if w € 2xuy,
51— 8h & 59— s and sy € Sp < sh € Sp.

Lemma 1. Let M < X.,Y, S, ta,d,,0-,\, S0, S > and 51,59 € S. The s1 =b
so if and only if s1 = ss.

Proof of Lemma 1. (If Case:) Suppose s1 =° sy then w € 2xyuy, 51 SN s &
sy — sh. That is, L(M(s1)) = L(M(s2)). Moreover, if s; =° sy then s} €
Sp < s € Sp = Ly (M(s1)) = L (M(s2)). Thus s1 20 55 = 51 20 59

(Only If Case:) Let L(M(s1)) = L(M(s2)). Suppose 3w € Q2xyy : 81 — s}
but so £ then L(M(sy)) D L(M(s3)). Similarly, if Jw € QXUY 9 — 32 but
51 /> then L(M(s1)) C L(M(sg)). Thus for w € QXUy, 51— sh & 89— sh.

Suppose that w € 2xuy, $1 — s < s2 =, sh but 8§ € Sp ¢ s, € Sp.
This means L, (M (s1)) # Ln(M(s2)) and it contradicts. Thus s; = sy =
S1 = 0 S9. [ |

So sometimes we will use the observational equivalence instead of the behav-
ioral equivalence.

3 Compression

An internal state transition without generating any output can not be observed
outside so it should be eliminated as far as the behavior of SP-DEVS can be
preserved. This section addresses compression operation, the condition of com-
pression for preserving behavior, completeness, and complexity of a compression
algorithm.

3.1 Identifying Compressible States

Compression is merging two states connected with an internal transition. Given
M =< X,Y,S,ta, 64,0,,), S0, SF >, a function 6! : S — 29 is used for the
internal source states to ¢ € S such that 6;'(q) = {p € S|d,(p) = q}. For
example, in Fig. 3(a), 6-1(s3) = {s1} and 67 (s4) = {s2}.

Definition 4 (Compression). Given M =< X, Y, S, ta,0,,0-, A\, S0, Sp >
and s € S, Compression(M s) is that Vs~ € 571(s) s.t. s71 # s

(1) 6:(5) = 6:(5); (2) ta(s™) i= ta(s~") +ta(s); (3) A(s~) i= A(5);

(4) remove s from S (and Sg if s € Sr);

From this operation, we introduce a condition in which even after applying
the compression operation, the behavior is preserved.

Definition 5 (Compressibility). Let M = <X,Y,S ta,0,,0.,\, So, Sp>.
Then s € S,s & Sy is said to be compressible, if Vs~ € §-1(s) s.t. s~ # s, for
w1 € 2x[0,ta(s—1))» W2 € 2x[0,ta(s))s PY (w1) = PY(w2)
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where PV : 2, — A* is a untimed projection such that for w,w’ and w” € 24,

a € A%, PV(w) = aifw = (t,a); PY(w) = PY(w")PY (") if w = W'w". For

example, given A = {a,b} and wyg 20) = (7.3,a)(9.6,b) then PY (wjg 20)) = ab.
The state s3 and sy shown in Fig. 3 (a) are compressible while s3 and s4 in

Fig. 3 (b), (c¢) are not because they don’t satisfy conditions 1 and Fig. 3 (d), (e)

either because of violation of condition 2 and 3 of Definition 5, respectively.
Now we define a function R : S; — 2 is the transited states from s € S; such

that for R(s) = {s} initially and it grows recursively R(s) = U dz(sz,2) if

sz €R(s)

Jz € X s.t. §;(sy,x) L. For example, R(s3) = {s3,s4} in Fig. 3 (a).

Theorem 1. If s is compressible and M. is achieved by Compression(M,s, )

Vs, € R(s). Then L(M) = L(M,.) and Ly, (M) = Ly,(M,).

Proof of Theorem 1. See Appendix B.

3.2 Completeness and Complexity of a Compression Algorithm

Now we consider algorithms for implementing compression operation. Prior to
proposing an algorithm of testing compressible states, we first define an ac-
tive input events of a state defined by a, : S — 2% such that for s € S,
ay(s) = {z|3x € X,0,(s,z) L}. Using this function, an algorithm for identify-
ing compressible states is as follows.

SP-DEVS Compression(M :< XY, S ta,dy,0-, A, So, Sp >)

1 Vs € Sr, Vs, € R(s), Vst €67 (sz)

2 if (ou(syt) = au(se) AN(sz ) =ens;l € Sp & s, € Sk)
3 Compression(M, s,) ;

4 return M ;

Compression(M) is terminated because the compressible states are elimi-
nated one by one until no more compressible states exist. So we call the re-
sult of Compression of SP-DEVS compressed SP-DEVS or mnon-compressible
SP-DEVS. And for each state s € S;,s, € R(s) and s, € §,(sz), testing of
a(sz) = a(s;t) AXs;t) = € A Sp & s, € Sk satisfies all conditions of com-
pressibility. And the pessimistic complexity of Compression(M) is O(]S7||Sc||S])-
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4 Clustering

In this section, the input model is supposed to be the non-compressible SP-
DEVS and we are ready to compare two states p and ¢ in terms of associated
active events, time delay, and acceptance state categorization to test whether
L(M(p)) = L(M(q)) and L.,,(M(p)) = Lnm(M(q)) or not. A bunch of states
whose behaviors are equivalent to each other is said to be a cluster. Thus states
in a cluster will be merged into one state in the clustering step.

4.1 Identifying Equivalent States

Before introducing an identifying algorithm of equivalent states, we first define
two functions. One is an active events set of a state defined by a : § — 2(XVY)
such that for s € S, a(s) = {z|3x € X, d,(s,z) L} U{A(s)|A(s) L}. The other
is a set of input states pairs 6=2 : S x § — 25%5 such that for s;,s0 € S,
67%(s1,52) = {(p1,2)|0-(p1) = 51,07 (p2) = s2} U{(p1,p2)|3x € X : 0u(p1, ) =
81,02 (p2, ) = s2}.

To find those states that are equivalent, we make our best effort to find pairs
of states that are distinguishable and then cluster indistinguished state pairs as
one state. Following is the algorithm.

ClusterSet Finding Cluster(M :< X,Y, S ta, 0,6, A, So, SF >)
1 Vp,q € S, add (p,q) to IP;

2 Y(p,q) € IP, if—(ta(p) =ta(q) Na(p) = a(q) Ap € Sp & q € SF)
3 move (p,q) from IP to DP;

4 V(s1,82) € DP, Y(p,q) € 6 %(s1,82), if ((p,q) € IP)

5 move (p,q) from IP to DP;

6 NCL := S,

7 Vpe NCL, CL := (); move p from NCL to CL;

8 Vge S, if ¢ s.t. (p,q) € IP

9 move ¢ from NCL to CL;

0 append CL to CLS;

1 return CLS;

1
1

Completeness and Complexity of Finding Cluster Algorithm. In or-
der to show the completeness of Finding Cluster (M) algorithm, we use the
following theorem.

Theorem 2. Let M =< X,Y,S,ta,d;, 6+, So,Sp > and be a compressed
SP-DEVS model. Then L(M(p)) = L(M(q)) and L.,,(M(p)) = Ln(M(q)) if
p,q € CLS of Finding Cluster(M ).

Proof of Theorem 2. Initially all pairs of all states are treated as indistinguished
(line 1). As we can see in lines 2 and 3, for each pair (p, ¢) in I P (indistinguished
pairs), if (1) they have identical maximal sojourning times, (2) have identical
active events set and (3) if p is an acceptance state then so ¢ is and vice versa then
IP can remain in IP. That is, if one of conditions (1),(2), (3) is violated, (p, q)
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moves to DP (distinguished pairs). So after testing lines 2-3, for (p,q) € IP,
p2p eq>q andyp € Sy < ¢ € Sp wherew € X0y (0,talp))-

As we can see lines 4-5, for (p,q) € IP, 3w € Qxyuy : p = p' and ¢ = ¢
such that (p’,q’) € DP, then (p, q) is moved from I P to DP. Thus, after testing
4-5 lines, (p,q) € IP satisfies p = p' < ¢ = ¢’ and p' € Sp < ¢ € Sp where
w € Nxyy thus p 2° ¢. By Lemma 1, p 2° ¢ = p = ¢ = L(M(p)) = L(M(q))
and L (M(p)) = Lo (M(q).

For finding the cluster, initially NC'L (non-clustered states) is assigned as
all states S (line 6). For each state p in NCL, a cluster C'L is initialized as {p}
(line 7). For each state ¢ € S, if p =° ¢, then move ¢ from NCL to the cluster
(lines 8 and 9). After that, the new cluster C'L is added to the clusters set CLS
(line 10). According to lines 6-10, each state can be a member of only one cluster
in which all states are behavioral equivalent to each other. |

The complexity of Finding Cluster(M) is O(|S|?) because the testing is based
on state pairs.

4.2 Merging States in Cluster

Since we can find the clusters from a SP-DEVS M by Finding Cluster, the
procedure for clustering based on Definition 6 is so straight-forward, that is
omitted here and it will be easily designed in O(]S|).

Definition 6 (Clustered SP-DEVS).

Suppose SP-DEVS M =< X.,Y, S ta,d;,0-, A, So,Sr > is a compressed SP-
DEVS. Then M™ =< X,Y,S™ ta™, A", 6™, 53", S > is clustered from M if
Sm o= {s € S|Vs' € S;s =° &'}, S =85, NS ta = ta|57n‘>Q0+,co; AT =
Asm oye; 078 = Oz |smxx—gm; 07" = O7|sm _gm; S§* = S™ N Sp; SF = S™NSF.

T

5 Two-Step Minimization Procedure

Figure 4 illustrates what happens in each step of the proposed whole procedure.
In this example, 6-state compression is performed after the first step and two
clusters consisting of 4 states remain after the second step so the number of states
in the minimized model is two. The following theorem addresses the completeness
and complexity of the proposed procedure.

Theorem 3. The two-step minimization method minimizes the states of SP-
DEVS in polynomial time.

Proof of Theorem 3. The compression eliminates unobservable internal state
transitions which can be compressed, without changing its behavior. In other
words, only unobservable internal state transitions which should be preserved for
identical behavior can remain in the process (See Appendix Lemma 2). There-
fore, if two states are determined as indistinguished in Finding Cluster of Section
4.1, they can be merged into one state by Theorem 2. Since each computational
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Fig. 4. State Minimization Example.

complexity of compression (Section 3.2) and clustering (which consists of finding
clusters (Section 4.1) and merging states in a cluster (Section 4.2)) are polyno-
mial, the whole procedure has also polynomial-time complexity. |

6 Conclusion and Further Directions

This paper proposed a state-minimization method of proper SP-DEVS and
showed the polynomial-time decidability of behavioral equivalence in SP-DEVS
models are guaranteed. We first defined the behavioral equivalence of SP-DEV'S,
and proposed two algorithms for compression and clustering, which are used in
the proposed minimization method.

Tough minimization experiments for real systems such as manufacturing sys-
tems, embedded software systems etc, should be tested in the future. And one
possible improvement will be easily achieved in the clustering step by employing
the O(]|S|log|S|) algorithm used in finite state automata [4].
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Appendix: Proof of Theorem 1

Lemma 2. Suppose that M =< X,Y,S,ta,d;,0-,\,S0,Sp >. Then s € S, is
compressible if and only if Vs~ € 6-1(s), s7F <5 5’ < st 5 57 and 8 €
Sp & s;1 € Sp where w € 2x10,ta(s~1)+ta(s))s st denotes s7* € S of M, and
M, is the SP-DEVS in which s; € R(s) is compressed by Compression(M, sy).

Proof of Lemma 2. (If Case) Assume that for s € S; s is compressible. Let

w = wiwsg such that w, € QX[O7ta(S—1)),W2 S QX[O,ta(s))- Then 3(5;1,51 and S/)

st st 52l 6.(s; ) = s. and s, — s'. By condition 2 of Definition 5,

— w1 — w w2 . . .

s =5 st =5 s, =5 " where we = (0,¢). Since we is a timed nonevent so
—1 wiw2 /

s

Let’s check the preservation of w in the compressed model M,. Since s —% s,
so 5.1 5 sl By condition 1 of Definition 5, 351 s.t. s} —2 s, so we
can say that s; ! % s, By the third condition of Definition 5, it is true
that s’ € Sp < s~ € Sp. Moreover, in the Compression(M, s) there is no
change of s~ from the viewpoint of Sy so we can say that s’ € Sp & s71/ €
Sp < s;1 € Sp. Therefore, Vs! € 671(s), s7! -5 &' < s7t 5 571 and
s’ e Sp & S;U € Sp.

(Only If Case) Assume that for Vs~! € §-1(s), s71 =5 &' & 571 - sV
and s’ € Sp & sc_l' € Sp, but s is not compressible. Let’s consider w; €
2x(0,ta(s-1))» W2 € £2x[0,ta(s)) 8-t PY(w1) = PY(ws2).

First, suppose s~ ! =% s, but s A2 and w = €[0,ta(s~1))W2- Since s 25 50
571 A% however s;' —% 52! because s—' 2 s 1. This contradicts to the
assumption of s e sc_l = sc_l’. By contrast, assume that 51 #

but s -2 s, and w = €[0,ta(s—1))wW2- In this case, s =5 s, but st £ s0 it

also contradicts to s71 —% &' < st L 571,

Now check the second condition. Suppose that s=' “5 571 o 5 22 s,
but 6-(s;1) # sp. Let w = wi€ga(s)) then s™! £ but s;t =5 s so it
contradicts to s7! —% s’ < 571 5 571, In addition, let A(s;') # e then if
w = w1 (0, A(571))€p,ta(s)) then s™1 =5 s71 but 57 A5, so it contradicts to the
assumption.

Finally, assume that s+ -2 s < s 2 s, but 0, (s; ') = s, and A(s; ') =
e but s;! € Sp 4 s, € Sp. In this case, for w = wle[oyta(s)),s_l i s, &

-1

T szt but s; € Sp 44 5! € Sposo it contradicts to the assumption. B

S

Theorem 1. If s is compressible and M, is achieved by Compression(M,s, )
Vs € R(s). Then L(M) = L(M.) and Ly, (M) = L, (M,).

Proof of Theorem 1. By Lemma 1 and Lemma 2. |
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Abstract. System reproduction model to the growing system structure can be
provided to design modeling formalisms for variable system architectures hav-
ing historical characteristics. We introduce a DEVS (Discrete Event System
Specifications)-based extended formalism that system structure gradually grows
through self-reproduction of system components. As extended-atomic model of
a system component makes virtual-child atomic DEVS models, a coupled
model can be derived from coupling the parent atomic model and virtual-child
atomic models. When a system component model reproduces its system com-
ponent, a child component model can receive its parent model characteristics
including determined role or behavior, and include different structure model
characteristics. A virtual-child model that has its parent characteristics can also
reproduce its virtual-child model, which may show similar attributes of the
grand-parent model. By self-reproducible DEVS (SR-DEVS) modeling, we
provide modeling specifications for variable network architecture systems.

1 Introduction

Modeling formalism methodologies describing system specifications are being devel-
oped for more complex system structures. System modeling formalisms are used to
analyze dynamic complex systems which have their system structure and proper be-
havior. Klir [1] introduced a system framework, which hierarchically constructs levels
of system knowledge to a real source system. The level of system knowledge is di-
vided into four levels: source level, data level, behavior level, and structure level. The
lowest level to the system knowledge is the source level that identifies variables and
determines the observation means to a source system. At the above level, the data
level collects data from a source system. The next level is the behavior level that re-
produces data by using formulas or means. As the highest level, the structure level
represents the knowledge that is about subsystems coupled to a source system. For the
modeling formalism and the simulation, Zeigler [2] represents a methodology which
specifies discrete event models for simulation implementations. To establish a frame-
work for modeling and simulation, entities such as source system, model, and simula-
tor are defined. Mapping from a source system to a model can be constructed by ob-
serving system and behavior database gathered by system experiments. After the
modeling formalism, the model may need a simulator to generate behavior of the
source system. Note that the simulator established by the model must represent valid
behavior to the model and the source system. That is, actually the validity to relation-
ships among entities is important to analyze a source system correctly.

T.G. Kim (Ed.): AIS 2004, LNAI 3397, pp. 253-261, 2005.
© Springer-Verlag Berlin Heidelberg 2005
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Zeigler [2] presents three basic systems modeling formalisms: differential equation
system, discrete time system, and discrete event system. The differential equation
system and the discrete time system have been traditionally used to analyze source
systems in numerous research areas. The discrete event system, named the DEVS, is a
new modeling paradigm that formalizes the discrete event modeling, and models
specified by other formalism methods newly. By coupling the atomic DEVS, coupled
DEVS models can be expressed to specify components that are linked in a system.
After the classic DEVS, various extended DEVS methodologies have been developed
to formalize and simulate more complex dynamic source systems [3]-[6]. As an ex-
ample, parallel DEVS that component DEVS models are interconnected for the speci-
fication of a parallel system is able to implement multi-component executions concur-
rently. A component model in a parallel DEVS model may receive and output events
from more than one other component. In particular, a parallel DEVS model can be
constructed in hierarchical or distributed DEVS pattern to represent dispersed cou-
pling systems [8]. The dynamic structure DEVS model [6] [7] represents another
extended DEVS model that can dynamically change its system structure through the
input segment. In the dynamic structure DEVS, the system change includes the dele-
tion of a system component as well as the addition of a system component.

In this paper, we propose a new extended DEVS model, called Self-Reproducible
DEVS (SR DEVS) model, that a component model can reproduce its child DEVS
model to grow a system structure. A child DEVS model may receive the structural
characteristic or the structural inheritance from its parent DEVS model so that the
behavior of child DEVS model can be similar to the behavior of parent models. We
expect that the SR DEVS model is applied to develop simulators for social, technical
and biological growing systems.

This paper is organized as follows. In Section 2, we summarize the classic DEVS
model. We describe the SR DEVS model in Section 3. In Section 4, we conclude this
paper with some remarks.

2 DEVS Formalism

A classic DEVS model is represented in the basic formalism specifying the behavior

of an atomic system. The classic DEVS model for discrete event systems is given by
ADEVS = (IP,OP,S,6,, .6, . ,ta) 1)

where [P is the set of input values, OP is the set of output values, § is the set of
states, §, :S — S is the internal transition function, 6, :ITxIP =S is the

int »

external transition function, where T = {(s,e)|se€ 5,0 < e < ta(s)} is the total
state set and ¢ is the time elapsed since last transition, 4 : § — OP is the output
function, and ¢t¢ : S— > R *y.. is the time advance function.

If a basic system stay in a state s(s € S), and no external events occurs, it will
stay in the same state s for time ¢q (s) . If the elapsed time e = ta(s), the system
operates the output function A to obtain the output value, and changes to a state
S, (5)- If an external event x € [P occurs when the system is in a state (s,e) with

e < ta(s) . it changes to a state §_, (s, e, x) - Note that the time base is the nonnega-
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tive real numbers including subsets such as integers, and the output function A of a
dynamic system is given by

A(s) if e=ta(s) and w(t)=D
A(s,e) =<A(s) or O if e=ta(s) and w(t)# D
%) otherwise

where @ (¢) is the time segment.

3 Self-reproducible DEVS Model

A component in growing system structure can produce a child component which may
show same or similar behavior fashion and component structure since it receives sys-
tem characteristics from a parent component. As examples, the social, industrial and
population growth, and the cell multiplication in the biology are all about the growing
or evolving systems. On the computer simulation, same or similar component models
by the model reproduction can be used to increase the simulation efficiency and de-
scribe the relations with other component models elaborately. Hence, in this paper, we
propose an extended DEVS model, SR DEVS model that makes its child DEVS model
by using reproduction mechanism. We define the reproduction of a DEVS model that
includes a partial reproduction as well as an entire reproduction. The SR DEVS model
can reproduce a child DEVS component model from a parent DEVS component
model virtually. In particular, a child DEVS model receives the structural/functional
inheritance (e.g., values/functions) from one parent DEVS model or from multiple
parent DEVS model, and reproduce a grand child DEVS model. Hence, if a DEVS
family model is constructed by reproducing child DEVS models, it is called a DEVS
cluster that may have one more parent DEVS models. Note that a self-reproducible
DEVS model concept can be applied to a coupled DEVS model as well as an atomic
DEVS model. Therefore, in this paper, we introduce three SR DEVS types: Atomic SR
DEVS, multiple parent SR DEVS, and coupled SR DEVS model.

3.1 Atomic SR DEVS Model

A SR DEVS model has a structure as follows

SRDEVS , = (IP,,,OP,S,,Cy,0y, Ay ta)
where W is the cluster name of the SR DEVS model, i, is the input set of the
DEVS cluster including SR trigger, OP,, is the output set of the DEVS cluster, S,
is the set of states of the DEVS cluster, C, = (pw ,{un |Ry. € Py }RES\,,,,
SELECT, CON R\P,) where C,, is the connector of ¥ , P, is the parent DEVS

model, R, is the set of child DEVS models, the symbol * means the relation that
the child component inherits characteristics from the parent component, RES . is the

inheritance function set from the parent DEVS model to the child DEVS model,
SELECT is the select function of the DEVS  cluster, and

CON,, = (P, 0uty YRy, in)),(Ry.,out (P, inv)) | outv and oute OutCo, inv and
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ine InCon} means the connection set of P, and R,., §, is the transition func-
tion of the DEVS cluster, and Ay is the output function of the DEVS cluster.

If the parent DEVS model receives an input event which triggers a child DEVS
model reproduction, it reproduces its child DEVS model within the time segment .

While the parent DEVS model reproduces a child DEVS model, the child model re-
ceives the structural inheritance from its parent model by the inheritance function.
The set RES . to inheritance functions for the child DEVS model is given by

RES . = (1., 1S .,0S 4. SS 4,05, ,ASy.)
where Ty is a child DEVS model reproduced from the parent DEVS model, IS ,,. is

the element inheritance function to [P, [ f (e *IP,, )], OS . is the element inheri-

tance function to OP,, [f (€ *OP, )], SS . is the element inheritance function to
Sy [f(E *S, )], 85, is the element inheritance function to §S,,. [/ (€ *J, )]
and 1S, is the element inheritance function to 1, [f (e *A,, )]. Note that inter-
relationships among element inheritance functions should be considered to implement

proper behaviors of the parent DEVS model.
Therefore, we obtain the child DEVS model as follows

R, =(IPy.,0P,.,Sy.,Cy., 04y, Ay, ta)
where /P, ={a,,a,, o, |Va,e IP,1<i<I[} is the input set of the child
DEVS model R,.. OP,.=18,,5,. -5, VB, e OP, 1< j< m } is the output
set of Ry.. Sy ={7.% 7, |Vy, € Sy, 1<k <n}is the state set of R,,.,
C,. is the connector of R, &,.( *J, ) is the transition function of R, and
Ay (€ *A, ) is the output function of the R, .
If a SR DEVS model does not reproduce a child DEVS model (R,,, = @ ), the SR

DEVS model can be a classic atomic DEVS model. Otherwise, if a SR DEVS model
has a child DEVS model, the child DEVS model receives inheritance values/functions
from the parent SR DEVS model. Hence, when a child DEVS model is reproduced,
and it has relations with its parent DEVS model, we call such a relationship as the
inheritance type or the cluster morphism. We define the following cluster morphism
types from a parent DEVS model to a child DEVS model. Fig. 1 shows two cluster
morphism properties.

1) Integrity: If a SR DEVS model (SRDEVS ,) produce a child DEVS model (R ,.)

in integrity type, its child DEVS model has same DEVS model
(R = SRDEVS A) as shown in Fig. 1-(a). All of structural/functional elements
in a child DEVS select all of values/functions to related elements in a parent
DEVS model so that the child DEVS model shows same behavior to the parent
DEVS model.

2) Fragment: If a SR DEVS model (SRDEVS ,) produces a child DEVS model by
the fragment type, the child DEVS model is a sub model of its parent
model (R ,, ¢ SRDEVS ) as shown in Fig. 1-(b). In the fragment type, a child
DEVS model shows sub operations to its parent DEVS model because it selects
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Fig. 1. Reproduction property. (a) Integrity. (b) Fragment

subsets of values/functions as a sub-model of parent DEVS model. The fragment
type is divided into two sub-types: regular and irregular cluster morphisms. In the
regular cluster morphism, the child DEVS model selects values/functions of its
parent DEVS model regularly. In the irregular cluster morphism, values/functions
of a parent DEVS model are irregularly selected by selection functions of a child
DEVS model.

Since each element in a child DEVS model has same or similar values/functions to
those of elements of a parent DEVS model ( R, < SRDEVS ), its behavior shows

the similarity to the parent DEVS model. Also, if a child DEVS model is reproduced
and connected to a parent DEVS model, a coupled DEVS model can be constructed
from the cluster structure. Furthermore, a coupled DEVS model by the reproduction
of DEVS model can be constructed for distributed or parallel simulation. However,
note that all of DEVS clusters does not have the coupled structure because child
DEVS models can independently operate without connecting their parent DEVS
models. Fig. 2 shows a DEVS cluster that a parent DEVS model has three generation
models showing various cluster morphism types. In the Fig. 3, after three reproduc-
tions, the root parent DEVS model has nine child DEVS models which connect their
parent DVES models or other child DEVS models of same level. We assume that the
interconnection between two DEVS models is bidirectional connection. In the first
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@ Parent DEVS model

Child DEVS model
(Untegrity tyoe)

Child DEVS model
(Fragment-regular
cluster momhism)

Child DEVS model
(Fragment-imegular
cluster morphism)

Fig. 2. Structured DEVS cluster

generated reproduction level, the child DEVS model showing integrity type has same
behaviors such like the parent DEVS model and connects neighbor child DEVS
model without connecting its parent DEVS model.

In the second reproduction level, the child DEVS model of integrity type can show
all of behaviors of its parent DEVS model (the first reproduction level). Hence, repro-
ducing child DEVS model by integrity type can pass all of inheritance properties to
descendant models. A child DEVS model of fragment type may show entirely differ-
ent behaviors compared with other child DEVS models of fragment type in same
reproduction level. Also, child DEVS models of fragment type in lower level may
have entirely different behaviors to child DEVS models of fragment type in higher
level with the exception of parent DEVS models.

3.2 Multiple Parent SR DEVS Model

Multiple Parent DEVS models can produce a child DEVS model which receives
composite structural inheritance from its parent DEVS models. The connector to child
DEVS models is given by

C, =P, ={P,.P, - P, }{R\.| R, € *P, } RES ., SELECT ,CON )
where RES,, is the inheritance function set from parent DEVS models, the inheri-
tance function set is given by RS .= (r,.,15,,.,0S ,.,SS,,..8S, ., AS,, ), and
the connection set is given by CON = {((Pa] ,out ,, L (R, .vin)), ((Paz,out azl
(R, .,in )~ ((P,,” ,out , ),(RM,,in N, ((R,,.,out ),(P, ,in,, ))| Vout € OutCon ,

Vine InCon }
Hence, the child DEVS model is given by

Ry = (IPM'ﬂOPM"SM"CM'ﬂéM'aﬂM'ata)
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where the input set of R . is /P, = {al.’azg"”’al, |IVa, € IP,, ,1<d < i}
where P, :{IPW[PQZ ;o 1P, }, the output set of R, is OP, :{ﬂml,ﬂmz,...,
B, VB, €0p,, 1<e< j} where OP, ={0Pﬁl,OPﬂz,~--, OP,, }, the state set is
Su = Vs Va0 |V7, € Sy 1S [ Skjwhere S, =4S, .S, -8, | C,y. s
the connector of R,,., §,, is the state transition function of R, ., and 4. is the out-

put function of R ..

Note that the reproduction of multiple parent DEVS models needs the inheritance
co-relationship among parent DEVS models. Hence, for creating child DEVS models,
the inheritance co-relationship should be provided to construct structural/function
association or composition. In the reproduction of multiple parent DEVS models, the
cluster morphism type has also two types: integrity and fragment types.

1) Integrity type is divided into two subtypes: local and global cluster morphism.
Local cluster morphism is that a child DEVS model receives all of val-
ues/functions to specific parent DEVS models in the set of parent DEVS models.
Hence, a child DEVS model shows behaviors only to specific parent DEVS mod-
els. Global cluster morphism is that a child DEVS model selects all of val-
ues/functions to all of parent DEVS models.

2) Fragment type is divided into regular and irregular types as above mentioned. In
regular cluster morphism, a child DEVS model regularly selects values/functions
at each parent DEVS model. In the irregular cluster morphism, each parent DEVS
model irregularly passes values/functions to a child DEVS model.

Hence, from the inheritance of multiple parent DEVS models, a child DEVS model
can show integrity or fragment type as its inheritance property. Furthermore, a child
DEVS model may be constructed based on the multi-type composition which local
cluster morphism is associated with fragment type. That is, a child DEVS model re-
ceives all of values/functions of a parent DEVS model (integrity type), and selectively
chooses values/functions to another parent DEVS model (fragment type).

If there are parent DEVS models such as SRDEVS ,, SRDEVS and

B

SRDEVS ., and reproduce a child DEVS model R, . R, receives structure inheri-
tance from them (R, e *PSET = {SRDEVS ,,SRDEVS ,,SRDEVS .}). The
connector is represented as (C, = (P = {SRDEVS »SRDEVS ,,SRDEVS C}
|{Rm |R, € *P,RES ,,SELECT ,CON R) and the inheritance function set is
represented as  RES , = (r,, /(e *1S,, )/ *0S . ) f€ *SS ., ).5S,.25, )
Here, we assume that all of parent DEVS models have connected to R, SO that the
connection is given by CON , = (PSET ,out ,,, ).(R,,in)) (R, out),
(SRDEVS ,,in)),((R,,,out ),(SRDEVS ,,in))(R,,,out ),(SRDEVS .in))|V out

€ OutCon ,Yin e InCon }. Hence, the structure of R is given by
R, = (p,,0P,.S,.C,.58,.4, .ta), where P ={o.a,, -,a,|Vae

m?2

m? m? m,?
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[Ppser}’ OPm :{ﬂl’ ﬁz'“’ﬂm"vﬂEOPmet }’ Sm:{71’72’.“’7k'|v7€
Spser }’ 5m € *5pser and /lm € *lpxet :

Fig. 3 shows the DVES cluster that three parent DEVS models hierarchically re-
produce child DEVS models which have proper inheritance types. After three repro-
ductions, the parent DEVS model has nine child DEVS models. In the first reproduc-
tion level, the child DEVS model representing global cluster morphism receives all of
structural/functional inheritances from three parent DEVS modes. Hence, the child
DEVS model shows all of behaviors of three parent DEVS models. Also, in the first
level, a child DEVS model of local cluster morphism that receives the inheritance
from one or two parent DEVS models will show specific behaviors only to the subset
of parent DEVS models. In the second reproduction level, a child DEVS model shows
the multi-type composition of local-irregular cluster morphism. If the child DEVS
model showing the multi-type composition selects the upper child DEVS model of
global cluster mophism in the first level as local cluster morphism, it can show all of
behaviors of root parent DEVS models. Note that the fragment type is irregular clus-
ter morphism if a child DVES model receives values/functions from one parent
DEVS model regularly and another parent DEVS model irregularly. In the third re-
production level, the child DEVS model of irregular cluster morphism connects to
another child DEVS model in same level as well as upper child DEVS models in the
second level. Note that the connection between two child DEVS models in same level
is not related to the structural inheritance, but it is only provided for communications
of inter DEVS models. In this paper, we don’t consider the structural inheritance of
inter DVES models in same level.

Parent DEVS model

Child DEVS model
(Integrily —global
cluster morphism)

Child DEVS model
(htegrity —ocal
cluster morphism)

Child DEVS model
(Fragment-regular
cluster morphism)

Child DEVS model
(Fragment-irregular
cluster morphism)

Child DEVS model
(local+regular cluster
morphism)

Child DEVS model
(local+regular cluster
morphism)

Fig. 3. Multiple parent DEVS models

4 Conclusions

For the modeling formalism and the simulation, the DEVS formalism provides a
methodology which specifies discrete event models for simulation implementations.
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In this paper, we propose SR DEVS formalism that can be used to reproduce a compo-
nent or a coupled structure describing elaborate inheritances to a parent component or
a parent coupled component. SR DEVS modeling provide two representative inheri-
tance types: Integrity and Fragment. When a child component is reproduced, its in-
heritance type will be determined. Hence, a child component to its parent component
can represent same or similar behaviors. Therefore, based on SR DEVS modeling, a
network structure having inter-relationship between components can be built for the
system modeling and simulation. We expect that the SR DEVS model can be applied
to develop computer simulators about social, technical and biological growing sys-
tems.
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Abstract. The purpose of this paper is two-fold: The first is to propose
a dynamic model for describing rough reasoning decision making. The
second is to show that involvement of some irrational decision makers in
society may lead to high social welfare by analyzing the centipede game
in the framework of the model. In perfect information games, though it is
theoretically able to calculate reasonable equilibria precisely by backward
induction, it is practically difficult to realize them. In order to capture
such features, we first develop a dynamic model assuming explicitly that
the players may make mistakes due to rough reasoning. Next, we will
apply it to the centipede game. Our findings include there is a case
that neither random nor completely rational, moderate rational society
maximize the frequency of cooperative behaviors. This result suggests
that society involving some rough reasoning decision-makers may lead to
socially more desirable welfare, compared to completely rational society.

1 Introduction

This paper investigates influences of rough reasoning by developing a dynamic
decision making models. We then apply it to the centipede game. For illustrating
discrepancy between equilibrium obtained by backward induction and actual
experimental results. Finally, we examine possibility that society involving some
rough reasoning decision-makers may lead to socially more desirable welfare,
compared to completely rational society where all players reason completely.

In the traditional game theory, it is usually assumed that players completely
recognize the game situation so as to compare all the results without error and
to choose rational strategies. However, as Selten pointed out by using chain store
paradox, even subgame perfect Nash equilibrium may lead to strange outcomes.
In perfect information games, though it is theoretically able to calculate reason-
able equilibria by backward induction, it is practically difficult to realize them
due to various complexity and the limitation of abilities.

For the static decision situations, Myerson proposed a concept of trembling
hand equilibrium. He assumed that players try to take best response, while
errors are inevitable. He also argued that according to the difference of payoff,

T.G. Kim (Ed.): AIS 2004, LNAT 3397, pp. 262-269, 2005.
© Springer-Verlag Berlin Heidelberg 2005
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the player takes worse strategies with positive probability. Mckelvey and Palfrey
proposed substitute quantal response for best response in the sense that the
players are more likely to choose better strategies than worse strategies but do
not play a best response with probability 1. He developed the quantal response
functions by using logit functions.

On the other hand, as far as dynamic decision situations are concerned,
Mckelvey and Palfrey transformed extensive form games into normal form games,
and examined quantal response equilibria.

We characterize player’s rough reasoning by following two elements. One is
the payoff, while the other is the depth of situations. First, along with Mckelvey
and Palfrey, we assume reasoning accuracy depends on the difference of the
payoffs in such a way that error rate is a decreasing function of the difference
of payoffs. Second, as the depth of decision tree is increased, reasoning accuracy
tends to decrease. This property describes that it is difficult to compare actions
in the far future.

Centipede game is known for the discrepancy between equilibrium obtained
by backward induction and that by actual experimental results. Due to Mckelvey
and Palfrey, the subgame perfect Nash equilibrium strategies are observed only
less than 30%. They tried to rationalize the result by mathematical model in
which some of the players have altruistic preferences. Aumann insisted that
incompleteness of common knowledge causes cooperative behaviors. Although
these factors may work for the centipede game, we claim rough reasoning is also
an essential factor leading to cooperative behaviors.

In order to reveal properties of rough reasoning, we propose two specific
models; rough reasoning model based on logit function and rough reasoning
model based on exponential error. Then we derive common properties from the
two by numerical simulations.

This article is organized as follows. Section 2 presents a general rough reason-
ing model. In Section 3, we propose two specific reasoning models and apply them
to the centipede game. We examine influences of irrationality on the centipede
game by numerical simulations in Section 4. Finally conclusions and remarks are
given in Section 5.

2 General Rough Reasoning Model

In the traditional game theory, it is usually assumed that all players perceive
situation precisely, and essentially compare all the strategies without error. How-
ever, perfect reasoning is quite difficult in most actual decision situations due to
the players’ reasoning abilities. We first define true game.

Definition 1. True game is a finite perfect information extensive form game
given by
G = (Iv N7 Aa «, (N'L')Iv (Tz))

where I is the set of players, while N is the set of nodes. Ny and Np are
partitions of N, where Nr is the set of terminal nodes and Np is the set of
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Fig. 1. General reasoning rule.

decision nodes. A is the set of actions a: N — {n1} — Np is the function from
nodes except initial node ny to the prior nodes. P: Np — I is the player function
that determines the player who chooses an action at the node. (r;): Np — R’ is
the payoff function that determines the payoffs of each agent.

Since G is a perfect information game, subgame perfect equilibria are obtained
by backward induction. However, since the players can not compare all the result
without error in the actual situations, we assume that players choose actions by
the following heuristics. To implement it, we need some notations:

N,: The set of attainable nodes from nq i.e.
Ny ={nln € N, a(n) =nq}.

N.: The set of the last decision nodes of G. i.e.
N} = {n|n € Np,3Iny € Nrp, st. a(ny) = n, and =(Ing € Np, s.t.
a(ng) =mn)}.

n*: A Best node at n € Np for P(n). i.e. nx € argmaz, {rp(,)(n')|a(n’) = n}

Denote by r(nq) = (r1(na),...,7j(na), ..., rr1(nq)) a payoff vector that the player
reasons to achieve if the optimal choices are taken at every stage after ng €
Ng — {n1}. Then the heuristics are as follows. (Refer to Fig.1).

1. Let i1 be the player that chooses an action at the initial node ny. i1 tries to
reason the estimated payoff vector at ny € Ny by backward induction.

2. Indeed, i1 tries to reason estimated payoff vector at node n,, € N},. Let a be
the depth form the initial node to n,,. Let b(n),) be the difference between
TP(ny) (Mm*) and rpe,, y(ny,). i.e. b(n,,) = rp(m,.) (Nm*)=Tpn,,) (N,), where
n., € {nla(n) = npy}.

3. 4y assigns 7(ny,*) to estimated payoff vector r(n,,), while it may occurs an
error with a certain probability. We assume that the error probability is an
increasing function of a and a decreasing function of b. If there are some best
responses, each best action is taken with same probabilitiy.

4. When the above operations have been finished for every n,, € N}, i; iden-
tifies every n,, € N}, with terminal nodes. Then i; generates N2, as a set of



Does Rational Decision Making Always Lead to High Social Welfare? 265

last decision nodes of a new truncated game. Start to reason next reasoning
process. This process is iterated until ne. By this process, i; generates a
payoff vector at no.

5. Finally, ¢ compares the payoff vector of ny € Ny and chooses a best action.
(This heuristics is an kind of backward induction with errors.)

6. Let io be a next player after ¢;. Then i, reasons independently of reasoning
of i1 and chooses a best action for is.

7. The players implement these processes until they reach a terminal node.

This process produces probability distribution over Np. If an player chooses
actions more than once in the decision tree, reasoning at the subsequent nodes
may contradict to that at the prior node. Our model can describe such situations.

3 Two Specific Models
and Their Applications to the Centipede Game

To examine systematic deviation from Nash equilibrium, we focus on the Rosen-
thal’s centipede game by using more specific models. Centipede game is well
known as an example illustrating differences between results by backward in-
duction and those by actual experiments.

The centipede game is two person finite perfect information game. We call
player 1 is “she”, and player 2 is “he”. Each player alternately chooses Pass(P)
or Take(T') in each decision node. If she chooses action P, her payoff decreases
while his payoff increases by more than his decrease. If she chooses action T,
the game is over and they receive payoffs at that node. Symmetrically if he
chooses action P, his payoff decreases while her payoff increases by more than
his decreases. If the game has n decision nodes, we call the n — move centipede
game.

The pair of strategies that both the players choose T' at every decision node
is only subgame perfect equilibrium because the centipede game is finite. This
equilibrium leads to the result that the game is over at the first period.

The centipede game has many variants about payoff structures. However we
adopt the original Rosenthal’s structure, where if she chooses P, her payoff is
reduced by 1 and his payoff is increased by 3.

Now, we propose two specific models, rough reasoning model based on logit
function and rough reasoning model based on exponential error model.

3.1 Rough Reasoning Model Based on Logit Function

Suppose that player ¢ at node ny reasons about the decision node n;. First, we
need the following notations:

j: The decision player at node n;.
Ng: A set of attainable nodes from n;. i.e. Ny = {njn € N,a(n) = n;}.
o: A reasoning ability parameter.
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We should notice that o works as a fitting parameter with respect to the unit.
For example, if description about payoffs change from dollar to cent, o will be
1(1)0. Furthermore, if unit is fixed, as the rationality of agent is increased, o will
be increased.

Suppose that ng, € Ny, the rough reasoning model based on logit function

with parameter o, as follows:

Definition 2. Rough reasoning model based on logit function is a reasoning
model that assigns r(ng1) to r(n;) with probability

j(ng1)
e a 7

rj(ns)
Znene o 7

The probability essentially depends on the ratio of payoff against a in such a
way that if a is sufficiently large, then the choice can be identical with random
choice. If a is sufficiently small and b is sufficiently large, the choice can be seem
as by the best response.

3.2 Rough Reasoning Model Based on Exponential Error

Suppose that player ¢ at node ny reasons about the decision node n;. We need
the following notations.

Ngx: The set of ngx. i.e. Nox = argmaz, {rpe,y(n')la(n') = ng}
b(ns): b(ns) =rj(ns*x) —rj(ns) for ny € Ny and ns ¢ Ng*.

k: k= |Ns|.
c: ¢ =|Nsx|.
€: a reasoning ability parameter.

We should notice that € works as a fitting parameter with respect to the unit.
Furthermore, if the unit is fixed, as the rationality of agent is increased, ¢ will
be decreased.

We propose rough reasoning model based on exponential error with param-
eter €, as follows:
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Fig. 3. Two specific reasoning rules.

Definition 3. Rough reasoning model based on exponential error is a reasoning
model that assigns r(ns1) to r(n;) with probability
1 —bmsn
min{k,e ale}, if ns1 & Ngx
—b(ns1)
1-X min{l,e €
ns1 @ Nsx {k }7 ifns1 € Nk
c
The definition explicitly represents probability with which non-optimal node
is mis-estimate as optimal by backward induction.

It should be notice that in the both models the probability that non-optimal
node is mis-estimated as optimal is an increases function of ¢ and decreasing
function of b.

4 Simulation Results and Their Implications

In order to examine frequency of noncooperative behavior T' with relation with
FCTF, we calculated several simulations, where FCTF denotes frequencies of
choice T at first period. We focus on the choice at the first period, because if
P is chosen at the first period, the remained subgame can be considered as the
(n — 1) — move centipede game. Figures 4 and 5 show the simulation results of
FCTF on the both models respectively.

Note that in the Figure 4, larger ¢ means more rationality, while in Figure 5,
smaller € implies more rationality.

First, we investigate relation between FCTF and the reasoning ability. For
every n in the both models, it is observed that there is a turning point. Until
the turning point, as the rationality is increased, noncooperative behavior T'
tends to decrease. However if reasoning ability exceeds the turning point, as the
rationality is increased, noncooperative behavior T tends to increase.

Figures 4 and 5 give the following two implications about the relation be-
tween FCTF and the reasoning ability: Moderate rationality tends to bring more
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Fig. 5. FCTF exponential error function model.

irrational behaviors than random choice since P is interpreted as an irrational
action. On the other hand, even if players are not completely rational, their
rough reasoning may leads to socially more desirable outcomes than those of
completely rational reasoning, since low frequency of FCTF implies high social
welfare.

We next examine the relation between FCTF and the value of n. As n in-
creases, FCTF tends to decrease. Furthermore, the turning point shifts to the
direction of higher rationality.

Centipede game can be considered as a kind of situation that cooperation is
desired. Since cooperative behavior is not always increase their payoffs, Pareto
efficiency is not guaranteed. To implement Pareto optimal results with certainly,
we need to introduce a certain penalty system. However, since introduction of
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such a penalty system inevitably requires social cost, it does not always increase
social welfare in the real world. In addition, repetition of cooperative actions may
generate a kind of moral so that the players may perceives the centipede game
as if it were a game which the cooperative actions are equilibrium strategies.

These arguments indicates severe penalty system may not required to imple-
ment cooperative strategies in the real stituations.

5 Conclusions and Further Remarks

The main contributions of this paper are as follows: First, we proposed a dynamic
mathematical models expressing rough reasoning. Reasoning ability is defined
as dependent not only on the payoff but also on the depth of decision tree.
Second, new interpretation of our intuition in centipede game was proposed.
Third, we pointed out the effects of rough reasoning on social welfare from two
sides, reasoning ability and scale of the problem.

In this paper, we only discussed cases where each of players is equally ra-
tional. It was shown that the increase of agent’s rationality is not necessarily
connected with the rise of social welfare. It is future task to analyze what strat-
egy is stabilized from an evolutional viewpoint by assuming a social situation is
repeated.
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Abstract. The need for a revolutionary new approach to software hardware co-
design stems from the unique demands that will be imposed by the complex
systems in the coming age of networked computational systems (NCS). In a
radical departure from tradition, tomorrow's systems will include analog hard-
ware, synchronous and asynchronous discrete hardware, software, and inher-
ently asynchronous networks, all governed by asynchronous control and coor-
dination algorithms. There are three key issues that will guide the development
of this approach. First, conceptually, it is difficult to distinguish hardware fro m
software. Although intuitively, semiconductor ICs refer to hardware while
software is synonymous to programs, clearly, any piece of hardware may be re-
placed by a program while any software code may be realized in hardware. The
truth is that hardware and software are symbiotic, i.e., one without the other is
useless, and the difference between them is that hardware is faster but inflexible
while software is flexible and slow. Second, a primary cause underlying system
unreliability lies at the boundary of hardware and software. Traditionally, soft-
ware engineers focus on programming while hardware engineers design and
develop the hardware. Both types of engineers work off a set of assumptions
that presumably define the interface between hardware and software. In reality,
these assumptions are generally ad hoc and rarely understood in depth by either
types of engineers. As a result, during the life of a system, when the original
hardware units are upgraded or replaced for any reason or additional software
functions are incorporated to provide new functions, systems often exhibit seri-
ous behavior problems that are difficult to understand and repair. For example,
in the telecommunications community, there is serious concern over the occur-
rence of inconsistencies and failures in the context of “feature interactions” and
the current inability to understand and reason about these events. While private
telephone numbers are successfully blocked from appearing on destination
caller Id screens under normal operation, as they should be, these private num-
bers are often unwittingly revealed during toll-free calls. It is hypothesized that
many of these problems stem from the continuing use of legacy code from pre-
vious decades where timer values were determined corresponding to older tech-
nologies and have never been updated for today’s much faster electronics. In
TCP/IP networking technology, the values of many of the timer settings and
buffer sizes are handed down from the past and the lack of a scientific method-
ology makes it difficult to determine their precise values corresponding to the
current technology. The mismatch at the hardware software interface represent
vulnerabilities that tempt perpetrators to launch system attacks. Third, while
most traditional systems employ synchronous hardware and centralized soft-
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ware, complex systems in the NCS age must exploit asynchronous hardware
and distributed software executing asynchronous on geographically dispersed
hardware to meet performance, security, safety, reliability, and other require-
ments. In addition, while many complex systems in the future including those in
automobiles and space satellites will incorporate both analog and discrete
hardware subsystems, others will deploy networks in which interconnections
may be dynamic and a select set of entities mobile.

The NCSDL Approach

This research aims to develop a new approach, networked computational systems
design language and execution environment (NCSDL), that will consist of a language
in which complex systems may be described accurately and an execution environment
that will permit the realistic execution of the executable description on a testbed to
assess the system correctness, reliability, safety, security, and other performance pa-
rameters. To obtain results quickly for large systems and use them in iterating system
designs, the testbed will consist of a network of workstations configured as a loosely-
coupled parallel processor. The research is on-going and is organized into two major
phases. Under the first phase, the most important features of VHDL (Waxman and
Saunders, 1987), including the ability to describe asynchronous behavior, will be
integrated with a recent research finding to develop nVHDL which will permit the
description and simulation of analog and discrete subsystems of a hybrid system
within a single framework. Key language constructs of VHDL will also be modified
to enable fast, distributed execution of the executable models on the testbed. Under
the second phase, the intermediate nVHDL will be modified to incorporate dynamic
interconnection links between entities which stem from the need for some entities to
migrate from one geographical region to another and an evolving interconnection topol-
ogy.

Characteristics of nVHDL

Current mixed signal tools are restricted to maintaining two distinct and incompatible
simulation environments, each with its unique mechanism for debugging, analyzing
results, and controlling the progress of the simulation execution. As a result, the de-
signer frequently finds it difficult to accurately assess in subsystem A the impact of a
design change in subsystem B, and vice versa. While this impacts on the quality of the
resulting overall design, it does not lend support to the idea of a system on a chip
(Clark, 2000). For the spacecraft design example, stated earlier, integration of the
antenna and analog amplifier subsystem with the microprocessor subsystem, is likely
to be complex effort, given that they are designed separately. Clark (Clark, 2000)
notes the incompatibility of the digital and analog development process and stresses
the need to develop a new design methodology and tools for mixed signal designs. A
key reason underlying the current difficulty lies in the absence of sound mathematical
theory to represent the digital and analog components in a unified framework and to
provide a scientific technique for accurate hybrid simulation. Logically, a break-
through in mixed signal simulation would require the discovery of a new scientific
principle that would permit the resolution of times of the analog and discrete subsys-
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tems, of any given system, to be unified into a common notion of time. This would
then constitute the foundation of a new simulator in which both analog and discrete
subsystems of any given system would be uniformly represented and simultaneously
executed.

Key characteristics of nVHDL include a fundamentally new approach to the mod-
eling and simulation of analog and discrete subsystems and an error-controlled,
provably correct, concurrent simulation of digital and analog subsystems. This will
also enable extending the scope of nVHDL into complex, future NCS system designs
consisting of digital and analog components such as Mixed-Signal chips, miniaturized
control systems, intelligent transportation, banking, and biomedical systems, and
other network-enabled devices. Conceptually, this breakthrough approach may be
organized into three steps. In step I, each of the analog and digital subsystem, at any
given level of abstraction, is analyzed individually to yield the corresponding resolu-
tion of time (Ghosh, 1999). This unit of time or timestep, T, guarantees the complete
absence of any activity occurring faster than T. Assume that Ta and Tp represent the
resolution of times for the analog and discrete subsystems, respectively. Although Ta
and To should strictly be specified in the form of a range, the upper extreme is of
greater interest. For today's discrete electronics technology, Tp has already ap-
proached 0.1 ns, and new technologies promise to push Tp down even lower. Clock
frequencies in today's analog electronics domain range from 44.1 Khz for audio sys-
tems and 2.4 Mhz for DSL systems to 4 ~10 Ghz for satellite systems.

The use of visible light, UV, gamma rays, and hard X rays in the near future may
push analog subsystem design beyond 10" Hz and up to 10 "Hz. The goal under step 11
is to determine the “universal time” (Ghosh, 1999) as the common denominator be-
tween Ta and Tp, which is essential to achieving uniform simulation of both analog
and discrete subsystems. The universal time will constitute the basic timestep (Ghosh
and Lee, 2000) in the unified nVHDL simulator. A total of three scenarios are con-
ceivable. Either (i) Ta « Tp, (ii) Ta » Tp, or (iii) Ta and Tp are comparable but not
identical. For case (i), where Ta » Tp, Ta may adequately serve as the universal time
for the total system design and, thus, the timestep of the corresponding nVHDL simu-
lation. Every timing in the discrete subsystem may be expressed, subject to a small
and measurable error margin, as an integral multiple of Ta, resulting in a simulation
with acceptable accuracy. Of course, the simulation speed, relative to wall clock time,
will be governed by the choice of the timestep, available computational resources, and
the nature of the simulation algorithm, i.e. whether centralized or distributed. The
nVHDL simulation speed for the complete system is likely to be much slower than
that of the individual discrete simulator executing the discrete subsystem. The sce-
nario is similar for case (ii) where Ta » Tp, except that Tp is utilized as the universal
time for the complete system design. Also, the execution speed of the nVHDL simula-
tor is likely to be much slower than that of the individual analog simulator executing
the analog subsystem. Cases (i) and (ii) warrant research into new, distributed algo-
rithms to enhance the execution speed of nVHDL, along the lines of the recent devel-
opment (Ghosh, 2001). The scenario where Ta and Tp are comparable but not identi-
cal, is the most interesting case for two reasons. First, the speed of the unified
simulator, where successfully developed, is likely to be comparable to those of the
individual analog and discrete simulators executing the analog and discrete subsys-
tems, respectively. This would imply a practical benefit to the mixed signal designer.
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Second, in the past, the field of electronics had witnessed concurrent improvements to
the underlying digital and analog technologies and this trend is likely to continue into
the future.

Recently, GDEVS, a Generalized Discrete Event Specification (Escude et al, 2000)
has been introduced in the literature to enable the synthesis of accurate discrete event
models of highly dynamic continuous processes. As validation of the principles un-
derlying GDEVS, a laboratory prototype simulator, DiamSim, has been developed,
executed for two representative systems, and the results compared against those from
utilizing the industrial grade MATLAB/Simulink software package. GDEVS builds
on DEVS (Zeigler, 1976) (Zeigler et al, 2000) in that it utilizes arbitrarily higher order
polynomial functions for segments instead of the classic piecewise constant segments.
A logical consequence of GDEVS is that, for a given analog subsystem and a speci-
fied desired accuracy, an arbitrary value for the time step may be determined, subject
to specific limits, by utilizing piecewise polynomial segments and controlling the order
of the polynomials. Thus, for case (iii) described earlier, unification may be achieved by
controlling the order of the polynomial, thereby modifying the value of the timestep, Ta,
until it matches Tp. Then, Tp will constitute the resolution of time in the nVHDL simula-
tion, permitting both the analog and digital models to be uniformly executed by the under-
lying nVHDL scheduler. The conversion of the continuous and discrete signal values
between the analog and digital models, will be dictated by the order of the polynomial.
Although the use of polynomial coefficients in themselves is not new, the combination of
the core GDEVS principle and its use in Mixed-Signal system design represents a funda-
mentally new thinking.

In step III, the analog and digital models of the analog and digital subsystems, re-
spectively, plus the timing and signal exchange between the two subsystems, are
represented in nVHDL. The representation is simulated uniformly using a single
framework with the goal of validating the correctness of the overall Mixed-Signal
system design.

Characteristics of NCSDL

The mobility of a subset of entities in NCSDL, the dynamic interconnection topology,
and the need to accommodate distributed asynchronous software, will require the
complete reorganization of the internal VHDL database from a centralized, static
representation to distributed localized representations, with some local databases
continuing to represent static information, while in others the continuously changing
interconnections between the entities require them to dynamically update the database
through techniques such as flooding. Furthermore, VHDL’s centralized scheduler
must be replaced by a distributed event driven mechanism to permit fast and accurate
execution of a geographically dispersed complex system.

Since complex systems will comprise of computational engines, networking infra-
structure, and control and coordination algorithms, NCSDL’s role transcends that of
VHDL in that it must not only represent the constituent hardware and software sub-
systems individually but capture the intelligence inherent in networking and, most
important, the underlying control algorithm. The presently available network model-
ing tools including Opnet are imprecise, erroneous, and execute slowly on a uniproc-
essor, implying significant challenge for the design of NSCDL. A significant charac-
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teristic of NCSDL will consist in enabling the design and evaluation of new measures
of performance to reflect the behavior of complex systems. NCSDL’s greatest advan-
tages may be described as follows. Given that it employs an asynchronous approach
and utilizes an asynchronous testbed, complex systems are exposed, during simulation
in NCSDL, to timing races and other errors similar to those in the real world. Conse-
quently, simulation results are realistic. Also, hypothetical failures may be injected
into NCSDL descriptions and their impact on system behavior assessed, yielding a
new approach to testing system vulnerabilities. Most important, however, is that sig-
nificant portions of the NCSDL description may be directly transferred into opera-
tional systems.
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Abstract. Model verification examines the correctness of a model im-
plementation with respect to a model specification. While being de-
scribed from model specification, implementation prepares to execute
or evaluate a simulation model by a computer program. Viewing model
verification as a program test this paper proposes a method for gener-
ation of test sequences that completely covers all possible behavior in
specification at an I/O level. Timed State Reachability Graph (TSRG)
is proposed as a means of model specification. Graph theoretical analysis
of TSRG has generated a test set of timed 1/O event sequences, which
guarantees 100% test coverage of an implementation under test.

1 Introduction

Model verification examines the correctness of a model implementation with
respect to a model specification. As discrete event simulation models are getting
more and more complicated verification of such models is extremely complex.
Thus, automatic verification of such a simulation model is highly desirable [1].

Since a model specification is implemented in a simulation program model
verification can be viewed as a program test. Thus, model verification starts
from generation of input/output sequences for an implementation, which covers
all possible behaviors of a specified model. Untimed discrete event model can be
specified by finite state machine (FSM). FSM can be verified by conformance
test [5]. Test sequences of conformance test can be built by the UIO method
[3,4], and others. Test sequences generation of timed discrete event models can
be obtained by timed Wp-method [6], which is based on timed automata and
region automata.

This paper proposes a new approach to select test cases for a module-based
testing of a discrete event simulation program at an I/O level. We assume that
specification of each module is known and an implementation is unknown as a
black box. Time State Rechability Graph (TSRG) is proposed to specify mod-
ules of a discrete event model. TSRG represents a discrete event model in terms
of nodes and edges. Each node represents a state of discrete event model asso-
ciated with which is a time interval. On the other hand, each edge represents
transition between nodes with input, output or null event in the specified time
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interval. Graph theoretical analysis of TSRG generates all possible timed 1/0
sequences from which a test set of timed I/0 sequences with 100 % coverage can
be constructed.

An obstacle of the test method lies in different numbers of states between
specification and implementation. This is because we assume that an exact num-
ber of states in implementation is unknown. However, an assumption on a max-
imum number of states used in an implementation can overcome the obstacle.
Note that the number does not need to be exact. Instead, it may be any num-
ber that is greater than or equal to one used in implementation, which only
determines complexity of testing. This paper is organized as follows. Section 2
proposes TSRG. Section 3 introduces TSRG related definitions and theorems,
and proposes the generation method of test input/output sequences. Finally,
conclusions are made in section 5.

2 Timed State Reachability Graph

Timed State Reachability Graph (TSRG) is a modeling means which speci-
fies a discrete event system in timed input/output behavior. Nodes represent
time constraints states; edges represent conditions for transitions between nodes.
The graph starts from an initial state of a discrete event model and generates
edges/nodes which are reachable from the state. The formal semantics of TSRG
is given below:

TSRG=(N,E,0n,0r)
N : States set : Node
E: N x N : Edge
Oy : N — 3??‘0700) X 3%?6)00)
: Node attribute function
g :E— (XUY U{7}) x Boolean
: Edge attribute function
X : Input events set
Y : Output events set
7 :null output event
Booleane {true, false} : CONTINUE or NOT

TSRG has two types of an edge: input transition edge and output transi-
tion edge. While one or none output transition edge can be attached at a node,
one or more input transition edges can be attached at the same node. An at-
tribute associated with a node is interpreted as a waiting time for the state to
be transit. An edge attribute include a Boolean of CONTINUE. Meaning of
CONTINUE is that (1) an input transition occurs at a state before a deadline
of a maximum elapsed time defined at the state, and (2) a new state continues
keeping the deadline defined at the previous state.
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[0,5]
?a@continue !c
i (a) * .
?a@Continue % 3 0 2 5 time

N -
o a

time

Fig. 1. Event time diagram of continue example.

Let us explain CONTINUE in more detail using an example shown in Fig
1. In the Fig, there are two paths from state A to state C. The first path is

A *a@l0.5).continue C, and the second one is A M C. A waiting time
of state A is the same value 5 for both paths, but a waiting time of state C is
different for each path, because of continue in the first path. If € is an elapsed
time for an arrival event 7a of state A, a waiting time of state C for the first
path is 5-¢, 0 < ¢ < 5, and a waiting time of state C for the second path is
4. Brieflyy, CONTINUE means that the waiting timer is continued from the
previous state, without resetting for the next state. Due to such timer semantics
of CONTINUE, a pair of nodes connected by an edge with CONTINUE
should have a finite waiting time and an output edge.

3 Theorem and Definition: TSRG

The following equivalent node’s definition in TSRG is prerequisite to define the
minimization of TSRG.

Definition 1 (Equivalent node). Let s1,s2 € N be nodes. Node s1 and sa
are equivalent, i.e., s1 = s2, when the following condition is satisfied: On(s1) =
6‘]\](82) A (Vel = (81,51) € E,dey = (82752) S E,HE(el) = 9E(€2) NS = 52) AN
(Veg = (82, ég) € F,de; = (Sl,él) S E,GE(el) = 9E(€2) N§1 = ég)

Definition 2 (Minimization of TSRG). TSRG is minimized if and only if

there is no equivalent relation for any two nodes in the node set.

Figure 2 shows an example of equivalent nodes. Timed input/output (TIO)
event trace of model (a) is repetitive sequences of 7a@[0,t 4]-1bQ[t g,t]-7c@Q[0,t¢],
C . ?7a@0,ta]  'bQig,tp]
vy)hé:h is extracted from a state trace with a TIO event A B C
€20k, A The TIO event trace of model (b) isrepetitive sequences of 7a@]0,t 4]-

? 'b 7¢@[o,
bQltg,tp]- 7c@[0,tc], extracted from A a0 L4 B Otz te] C cQD.tc] D

7
MB. Thus, model (a) and (b) in figure 2 have the same TIO event trace.
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(a) (b)

Fig. 2. Equivalent states.

While model (a) is minimized, model (b) has equivalent nodes, A = D. In addi-
tion, the number of nodes of each model is different.

Test sequences for TSRG visit all edges in a TSRG model through a path
from a start node to an end node. Such a path is defined as:

Definition 3 (Path). Leti,n € Z be integers withi < n, s; € N be a node, e; €
E be an edge with e; = (si,,, Si+1), and t; = On(s;) be a node attribute function.
A path P from sg to s, expressed as P(sg, $n) = (€o,t0)(€e1,t1) -+ (€n—1,tn—1),
which is the sequence of all pairs of a visited edge e; and its waiting time t; from
the start node to the end node.

Each small paths can concatenate to the big one. Path concatenation operator
is defined formally to describe such concatenation behavior.

Definition 4 (Path concatenation operator). Let s;, 5,5, € N be nodes
and P(si,s;), P(sj,sk) be paths. Path concatenation operator e is defined as
P(s;,s;) ® P(s;,s5) = P(s;, sx) with the following properties.

P(sj, sk) ® P(si,s5) = ¢
P(si,s;) @ ¢ = P(si, ;)
¢ o P(s;,s5) = P(s4,55)
For full coverage of states and transitions in model verification all states

and edges in TSRG should be reachable, or strongly connected, defined in the
following.

Definition 5 (Reachable). TSRG is reachable if and only if there exists one
or more path between any two nodes in TSRG.

If TSRG is reachable, it is possible to visit all edges and nodes to verify
TSRG. Otherwise, TSRG is not verifiable. The visit of all nodes can be covered
through the visit of all edges in reachable TSRG. Thus, a loop is introduced for
the visit of all edge in reachable TSRG. If TSRG is a strongly connected graph,
there exist one or more loop paths which can visit any edge and node in the
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graph. There exists a set of loop paths which can visit all edges and nodes in
the graph. If there exists an intersection between two loops an adjacency set to
be defined contains the intersection relation between loops. A traversal from an
initial state to any other state can be contained by some interconnected loops.
Interconnected loops can be bound by an adjacent loop chain.

Theorem 1 (Loop). Let TSRG be reachable. Any node in TSRG can be tra-
versed by one or more loop paths.

Proof. Vs;,s; € N,3P(s;,s;) and P(s;,s;) s.t. P(si,s;) = P(s;,s;) ® P(s;,$;)

Definition 6 (Loop set). In a reachable TSRG, a loop set is a collections of
loops which cover all edges in TSRG.

All edges of TSRG is covered from the definition of a loop set. If a test target
has an equivalent node, visiting routes of all possible edges are made from the
loop set of TSRG by the following loop joining concatenation.

Definition 7 (Adjacency set). Any two loops in a loop set L has adjacent
relation if and only if these loops visit the same node. An adjacent relation set,
called an adjacency set, has the condition: Myq € L x L.

Definition 8 (Loop joining concatenation operator). Let L be a loop set,
Mgg; be an adjacency set, pi,p2 be paths in TSRG, s1,5s2,5; be in N, s; be the
first met adjacent node, and ly,ls € L be loop paths. Then, the following operators
are hold.

ly @ p=l1, ¢ is identity
peli=l
Iy @ lo=, if (I1,12) ¢ Mag;
Lo la=ls, if (l1,12) € Magj
li=p1(s1,5:) ® p1(si,51)
la=p2(s2, 5i) ® p2(si, S2)
l3=p1(s1,5i) ® p2(si, 52) ® p2(s2, 5i) ® p1(si, 51)

Definition 9 (Loop set joining concatenation operator). Let Lo, L; be
loop sets.

L1 ®L2 = {lo Oll|Vlo S Lo,Vll S Ll}

Definition 10 (All possible I/O sequences). Let TSRG be reachable and
L be all possible loop sets of TSRG. All possible input/output sequences, 2(h),
is 2(h) = ", L.

The function £2(h) of all possible I/O sequences is to explore all possible state
trajectories from an initial state through a loop set under adjacency relation. h
in £2(h) represents a depth of adjacency tree exploration. Figure 3 shows an
example of adjacency tree exploration. In figure 3, since loops A’ and 'B’ have
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oX-YoXoXox-1o

start from initial state

Fig. 3. Adjacency tree exploration.

an initial state at their paths, they only can be selected at the first time when the
tree is just explored. After selection of all such loops, next loops may be selected
only by the adjacency relation until finding synchronized event sequences.

In the view of test sequences, all possible sequences 2(h) can cover all nodes
and edges with time intervals. However, £2(h) has very high complexity both in
time and in space. This is because the size of all possible loop set of TSRG is in-
creased at an exponential rate by the number of edges. To reduce the complexity
of 2(h), a basic loop set is introduced as the following definition.

Definition 11 (Path inclusion). Let A, B be paths in TSRG. The path A
includes the path B, i.e. A D B, if and only if the path A wisits all edges in the
path B.

Definition 12 (Loop independency). Let L be a loop set and l; € L. The
loop set L is independent if only if there is no l; € {l1,1la,--- ,1n}, such that l; C

n
.kzl,k;éilk'

Definition 13 (Basic loop set). Let L be a loop set. L is a basic loop set if
and only if a loop set 1 € L has an independent path for other loop paths in the
loop set, i.e., the remaining loop paths without any selected loop path 11 can not
cover all nodes and edges in TSRG.

A basic loop set passes through all edges in TSRG. However, since a basic loop
set is a subset of a loop set its size is less than that of a loop set. It implies that
redundancy of visiting edges is reduced by using loops in a basic loop set. Since
a previous edge with CONTINUE affects time scheduling of a current edge, a
minimal independent loop set to visit all edge can not verify time scheduling of
all nodes. To solve this, a TSRG model with CONTINUE is modified by the
following rules. If TSRG has one or more edges with CONTINUE, all edges
with CONTINUE are merged into a newly inserted equivalent node, and they
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Definition 15 (Mergeable node). Assume that a node s with waiting time
T(so) connected to edges with transition rules. Then, the node sog is merge-
able if and only if there exists a node s; in TSRG with the following condi-
tions : Ve, = (80781),62 = (Si,Sj) € E,s; # so N\ 9]\[(80) = 6‘]\/(81) AN 6‘]\/(81) =
On(s;)AN((Or(er),0r(e2) € (Y U{T}) x boolean) NOg(e1) = Op(e2))V ((z1,L) =
Or(er), (z2, L) = Or(e2) € (X x boolean) A (x1 # x2 V $1 = §5))).

To cover mergeable nodes, the following defines the concept of a unique timed
I/O (UTIO) which is similar to UIO and UIOv [3].

Definition 16 (UTIO). An UTIO sequence which discriminates a node sg
from the other one is an input or time-out sequence, xo. The output sequence
produced in response to xy from any node other than sg is different from that
responded from so. That is, for yi,yo € Y,ei; = (si,85),e01 = (s0,51) € E,
(yi, false) = Og(eij), (yo, false) = Og(eo1), Vs; € N A sy # so, On(si) #
On(s0) Vi # yo V On(s;) # On(s1). And, an ending point of the UTIO se-
quence at node sg is so, which means UTIO sequence at node sg is a loop path.

4 Simple Example: Verification of Buffer

The UTIO sequence of a mergeable node should be a loop path, which can be
easily attached to basic loop paths. Consider an example of a buffer model of
length 2 in figure 5. As shwon in the figure state space of the buffer is two di-
mensional: processing status and queue length. Processing status, either in Busy
or Free, is a status of a processor cascaded to the buffer. Queue length is a
maximum size of the buffer. Let us find mergeable nodes and UTIO sequences.
Mergeable nodes Sy, Sg, UTTIO sequences of nodes Sy and Sg are shown in ta-
ble 1. Two UTIO sequences are attached into the basic loop set of figure 5. The
attached basic loop set is shown in table 1. The four basic loop paths can visit
all nodes and edges of the buffer model shown in figure 5. Let us further consider
another example of a buffer model of length 2 with equivalent nodes. Figure 6
shows two such models: (a) one with three equivalent states and (b) the other

Processing
status

. .
Busy |- ? ?in @

Free —— @

0 1 2  Queue
length

?in@continue

Fig. 5. TSRG of buffer model of length 2.
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Table 1. Basic loop paths for buffer of length 2.

UTIO Node UTIO Seq.
Sa lout@[3, 3]-?done@[0, oo]-?7in@[0, 3]
Se lout@[3, 3]-?done@[0, ool-?7in@[0, 3]
No. Loop paths Nodes UTIO Nodes
I S —7in@[0, 3]-lout@[3, 3]-7done@[0, co]  Sa, S4, St NA
S4 — lout@I0, 3]- 7in@[0, co]- ?done@[0, co]-
2 lout@[3, 3]-?done@|0, oo]-?7in@[0, 3] S, 51,55 S

S4 —7in@[0, 3], C-
! lout@[3, 3]-?done@|0, ool-?7in@[0, 3]-
3 lout@[3, 3]-?done@[0, ool
lout@[3, 3]-?done@|0, oo]-?7in@[0, 3]
! Se —lout@[3, 3]- 7in@[0, co]- ?done@]0, oo]-
4 lout@[3, 3]-?done@|0, oo]-?7in@[0, 3]

S4, 56,53 Se, 54

Se, 53,55 Se

with three equivalent nodes and one transition fault in S; — Ss. The variable h
of I'(h) is assigned to 1. Test sequences set, generated from I'(1) of figure 5, is
{ll [} ll, ll [ ] lg, ll [} 13, 12 [ ] ll, lg [ ] 12, 12 [} l3, l3 [ ] ll, 13 [} lg, l3 [ ] 13, 13 [} l4, l4 [ ] 12,
lyels, lyely}. The test sequence I3 o I detects the difference between (a) and
(b) of figure 6. The test sequence I3 e Iy visits the nodes in figure 6(a) through
the following order: Sy — S} — S35 — Sy — Sg — S3 — S4. However, for figure
6(b), the order of node visits of I3 e ly is Sy — S7 — S5 — S¢ — S35 — Sy.
Consequently, the UTIO sequence of Sy detects transition fault of figure 6(b).

@)

/7 ?in@continue 3
|
Aout Ilout
4 ]
/
; ™7
S's ?in S';\?done ?in
0,3 0,00
?in@continue ?in@continue

(b) Equivalent states: Sy, S5, S'4

(a) Equivalent states: S'y, S5, S's
and fault transition: S’1 > Ss

Fig. 6. Buffer model of length 2 with equivalent states.

5 Conclusion

This paper introduced a method for verification of a discrete event model using
a test set of timed I/O event sequences. TSRG was employed as a means of mod-
eling of discrete event systems; an implementation of TSRG was assumed to be a
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black box with a maximum number of states known. A graph-theoretical analysis
of TSRG showed all possible timed I/O sequences §2(h) which covers all edges
and nodes of TSRG. However, due to some redundancy in visiting nodes/edges
of TSRG complexity of £2(h) is too high to apply practical verification prob-
lems. To solve the problem a basic loop set of TSRG was introduced based on
which a minimal test set I'(h) of timed I/O event sequences was extracted. Intro-
duction of predefined UTIOs attached to basic loop paths for mergeable nodes
guaranteed that a test coverage of discrete event models using I'(h) was 100 %.
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Abstract. Multi-Resolution Modeling (MRM) is a relatively new research area.
With the development of distributed interactive simulation, especially as the
emergence of HLA, multi-resolution modeling becomes one of the key tech-
nologies for advanced modeling and simulation. There is little research in the
area of the theory of multi-resolution modeling, especially the formal descrip-
tion of MRM. In this paper, we present a new concept for the description of
multi-resolution modeling, named multi-resolution model family (MF). A
multi-resolution model family is defined as the set of different resolution mod-
els of the same entity. The description of MF includes two parts: models of dif-
ferent resolution and their relations. Based on this new concept and DEVS for-
malism, we present a new multi-resolution model system specification, named
MRMS (Multi-Resolution Model system Specification). And we present and
prove some important properties of MRMS, especially the closure of MRMS
under coupling operation. MRMS provides a foundation and a powerful de-
scription tool for the research of MRM. Using this description, we can further
study the theory and implementation of MRM.

1 Introduction

Multi-Resolution Modeling (MRM) is a relatively new research area. With the devel-
opment of distributed interactive simulation, especially as the emergence of HLA,
multi-resolution modeling becomes one of the key technologies for advanced model-
ing and simulation [1, 2]. MRM has deep influence on the development of modeling
and simulation. However the research on MRM is now on its very initial stage.

By far, there is no formal method to describe multi-resolution model and multi-
resolution modeling. Without this, it is difficult to establish a common langue among
different researchers and model developers, and it is impossible to develop multi-
resolution modeling framework and tools. In this paper, we proposed a new multi-
resolution model specification based on the concept of multi-resolution family which
we proposed in this paper first and the DEVS which is developed by Zeigler. We
hope our work can be helpful to the development of multi-resolution modeling.

This paper is organized into five sections. In section 2, we summarize the general
modeling formalism DEVS developed by B. P. Zeigler and a specific model specifi-
cation for dynamic structure discrete event system developed by F. J. Barros. In sec-
tion 3, we give the definition and the specification of multi-resolution model family -
and prove the related theorems. In section 4, we proposed our specification for multi-
resolution model system and summarize some of its key properties, especially its

T.G. Kim (Ed.): AIS 2004, LNAI 3397, pp. 285-294, 2005.
© Springer-Verlag Berlin Heidelberg 2005
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closure under coupling. We also give an example of describing multi-resolution
model system using our proposed specification. In the last section, we sum up the

whole paper and introduce our future work.

2 Foundations

In this section, we will introduce DEVS and Dynamic Structure DEVS briefly. Our

MRM specification is based on these two specifications.

2.1 DEVS Specification

DEVS is a system theory based model description specification. Here we only give
basic concept of DEVS for the convenience of our specification on multi-resolution
model. A detailed description can be found in [3]. A basic discrete event system

specification is a structure

Where:

2}

ext?

M=<X,s,,S,Y,0

int >

Ata >

X :is the set of inputs; Y : is the set of outputs;

s,: is the initial state; S : the set of sequential states;

0,

.. .S — S,is the internal state transition function;

0,,:OxX — S,is the external state transition function,
where Q={(s,e)|se S,0<e<ta(s)}

A: S —Y, is the output function;

ta:S—R'

0,007

1s the time advance function;

The coupled DEVS model can be described as:

Where:

N =<X,Y,D,{M },{I,},Z, ,},Select >

X: the set of input events; Y: the set of output events;
D: a set of component references;

For Vd € D,M ,is a DEVS model;
For Vd € D U{N},1,is the influencer set of d,i.e. [, C DU{N},d ¢ I ;

and for Vie [ 41Z;4 is a function, the i-to-d output translation with:

Z,X—>X,,if i=N,
Z.,:Y,—>Y, if d=N;
Z,: Y, > X,,if d#N and i#N,

1
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2.2 Dynamic DEVS Specification

Dynamic Structure DEVS (DSDEVS) specification strengthens DEVS with the ability
to describe the dynamic structure change of a model. In DSDEVS, introduced by
Barros [4, 5], basic models are the same as classic DEVS basic models, but the struc-
ture of coupled models can change over time.

A DSDEVS coupled model is defined as

DSDEN, =< X .Y, .M, >
Where: N: the DSDEVS network name;
X  : the input events set of the DSDEVS network;

Y, v : the output events set of the DSDEVS network;

J : the network executive name;

M , : the model of .
The M , can be defined with the following 9-tuple:

M,=<X,,5,,5,,Y,,0,2,0,,4,,T,>
Where:

S 7 is the set of the network executive states;

*
> :is the set of network structure;

7S, > ¥’ is call structure function;

*
Assume 5, € S, andX, € X, we get:

Za = ?/(Sa,)() =< Da’ {Mi,a}’ {[i,a}’ {Zi,a} >

The meaning of it element is similar as coupled DEVS model. A complete descrip-
tion of DSDEVS semantics can be found in [4, 5].

3 Multi-resolution Model Families
3.1 The Concept of Multi-resolution Model Families

In multi-resolution modeling, different resolution models of the same entity are not
isolated. They are related each other. During the running of multi-resolution models,
different resolution models should be coordinated to maintain consistent description
of different resolution models. So we call the set of different resolution models of the
same entity Multi-resolution model Family (MF).

The description of MF includes two parts: models of different resolutions and their
relations. The interface specification of MF is shown below:

MF =< y,{M,}.{R ,} >
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Where:
¥ : is the set of model resolutions, which can be regard as the index of models.

For example, for 7 € ¥, M means the models with the resolution of r.

M : represents the model with resolution r, {M, } means the set of all models of
some entity. M can be specified by DEVS:
M, =<X',5,,8".Y" .8 .68

int >~ ext

A ta” >
Rl. i is used to describe the relationship between different resolution models.
Rt.]. :YI; - X{é, where i, j € }/,Xlé C Xj,Ylé c Y'are multi-resolution re-

lated inputs and outputs.

For modularization simulation design, the modules in MF should not access the in-
ner information of each other and models of different resolution can only coordinate
through input and output interface.

3.2 Key Properties of MF

Now, let’s introduce some important properties of MF.
Theorem 3.1. When |7| =1, MF degenerates into normal DEVS specification.

Proof: when| 7 |=1, there is only one model M, so R, = . Obviously, MF can be
described by normal DEVS specification. O
Theorem 3.2. MF can be described as DEVS coupled model.
Proof: Though theorem 3.1, we know when| 7 |=1, the conclusion is obvious. Now,
let| ¥ |# 1, we prove this theorem from two respects:
(1) When models in MF are described by basic DEVS coupled model:
MF =<y,{N,}.,{R, ;} >,
N, =<X,,Y,,D,,{M, },{I, },{Z/},Select, >.
Accordingly, let the coupled model be
N=<X,Y,DM ,},{I,}1Z, ,},Select >.

We can divide the input and output of each model into two parts, i.e. MRM-
related part and MRM-unrelated part. For input, we have X, =X rM UX f,
which the former means the MRM-unrelated input of N,, the later means the
MRM-related input of N,. Similarly for output, we have Y. = Y U Y*.
Obviously, we have X = U XY Y =uY" ,D=x D,.
rey rey rey
In order to rewrite MF using coupled DEVS specification, the key is to construct

the relations between different resolution models. Models of different resolution
models are inter-effective in MF.



A Formal Description Specification for Multi-resolution Modeling (MRM) 289

Foreach de D, 1, {]d’r|dEDr}U{Ni|Ri’d¢@}
Z,,=99{Z ,} ifi=Nvd=N,
4T oV

=(U{ZUR, ifi#NAd#N.
rey

The design of select function can be divided into two steps: first, select the resolu-
tion of the model to be running; second, use the select function of the model to be
running to decide which module to be running, i.e.

Select: fog
fiy—>u2”

rey
g =Select :2" — D
(2) When models in MF are described by parallel DEVS coupled model:
MF =< y,{Mr},{Ri’j} >,

N’ :<X Y Dr’{Md,r}ﬂ{ld,r}9{Z[’:d}>'

Accordingly, let the parallel DEVS coupled model be
N =< X9Y9D9{Md}’{1d} {Z[,d} >.

All components are same with above except for the select function.
From the above all, we can see that MF can be described as DEVS coupled model.
O

Theorem 3.3. Each MF specification can be described as DEVS atomic specification.

Proof: From theorem3.2, each MF model can be described as DEVS coupled model.
And we already know that the classic DEVS specification is closed under coupling.
So we get that each MF specification can be described as DEVS atomic specification.

O

Corollary 3.1. the subset of Multi-resolution family is a multi-resolution family.

The above theorems show that: (1) when what we concerned is not the resolution
of the models, we can regard MF as a normal DEVS model; (2) the MF also has a
structure of hierarchy. In principle, multi-resolution model family can be described by
normal DEVS, but this description is very complex and can’t show the relations be-
tween different resolution models clearly.

4 Multi-resolution Model System Specification
4.1 Introduction to Multi-resolution Model System Specification

In this section, we will give a new multi-resolution model system specification,
named MRMS (Multi-Resolution Model system Specification). This specification is
based on MF which we introduced in section 3 and DSDEVS. We will also prove its
closure under coupling.
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The atomic model of MRMS is the same as normal DEVS specification. The cou-
pled specification is shown as following:

MRMS =< XY,k \AM}, 0, M , >
Where:
Xs : is system inputs; Ys : is system outputs; K : is the set of entities;
M . M, c MF,, the subset of multi-resolution model family of entity
k,ke k, MF, means the multi-resolution model family of entity k;
k k
M, =<y AM AR >
J : is model resolution controller;
M, is the model of .
MZ =< XZ,S()’Z)SZ,Y;KJ”’W’{M(o})é‘lﬁﬂ’l,z}{ >’
Where:
XZ: is the input of ¥/ 5, , : is the initial state of } ;
SZ: is the set of } 7 states; Yz : is the output of Y ;
W = X {2% — (D} : is called the collection of resolution mode of the model.
iex
X, XS, >y w(x,,s,)=QEy;
M(p =< Dw’ {I

%
the system when the resolution mode of the model is ¢¢, where:

a2 3C, 0t 2,4} 5AR,, 4} >, represents running model of

D(p : the set of modules of the system;

1 0.q the set of fluencers of module d;

C od the set of modules which should maintain consistency with module d;
7z E the internal relations in module d;

R(p’ , - the relations between different resolution models including d;

0 ., © the state transfer functions of

ﬂ“z : the output functions of J ;

7, - the time advance function of ¥ ;

The resolution mode of a system at time 7 is marked as ¢(¢) .

There are two categories of MRM problems: model abstraction problem
and aggregation/dissaggregation problem. The first one can be described

by atomic DEVS specification, i.e. M f =< Xf,Yrk,S,,,é‘r,ﬂr,tar >; the second
one can be described by coupled DEVS specification, i.e. Mrk =< er,Yrk,
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DY, M 34 3542 4} > . Unless explanation, we usually do not distinguish

this two kinds of specifications.

This specification shows the idea of separating the model from model control. In
our specification, we use a special module named resolution controller y to support
multi-resolution modeling. The resolution related information and resolution control
information are viewed as the state of x. All resolution switches are transferred to
state transition of states in }/ .

4.2 The Key Properties of MRMS

To use a specification for representing large simulation models, one must guarantee
that models can be constructed in a hierarchical and modular manner. In order to
describe complex systems such as multiple federations HLA simulation systems using
MRMS, MRMS specification should be closed under coupling. If a system specifica-
tion is closed under coupling, we can describe a system with a hierarchical manner.
For a multi-resolution model system, its coupled model specification should be
equivalent to basic DEVS formalism, and then a MRMS model can be viewed as an
atom basic model to construct more complex MRMS models. Since MRMS basic
formalism is DEVS, closure under coupling can be accomplished by demonstrating
that the resultant of a MRMS coupled model is equivalent to a basic DEVS specifica-
tion.

Theorem 4.1. When each entity has only one model in MRMS, MRMS degenerates
into normal DEVS specification.

Proof: we need prove that when the model of each entity only has one resolution,
MRMS can be simply described by normal DEVS. We suppose the corresponding

DEVS is N =< X,Y,J (M } I }{Z,} >.

Obviously, when each entity only has one resolution, i.e. Vi € K, 71| =1, we have

MRMS =< X, Y, k,{M}>.
We can rewrite, M* =< er9Yrk’Dfﬂ{Ml:,d}7{[I:,d}’{Z/:,d} > to

M, =< XkaYkaDka{Mk,d}a{Ik,d}o{Zk,d} >,

Because of the closure of DEVS models under coupling, the above specification
can be written as:

2}

ext

M, =<X,s,,S,Y,0

int 2

Ata>.

Let the resolution of each model is ry, then X 228045 S o Y ', are constant. @ is also

a constant. So M, ={D,{l,},{Z,}} . Because|r|[=1,D =K, replacing A4,
with these constant, we have MRMS =< X, Yo, kK, {M },{I,} ,{Z,} >.

So we have

X=X,Y=Y,J=D=xM,=M,=M,.I,=1.Z,

J

=Z. O
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From this Theorem, we can see that MRMS is the extension of normal DEVS. The
normal DEVS can be regarded as a special case when all entities are simulated in only
one resolution.

Theorem 4.2. MRMS is closed under the operation of coupling.

Theorem 4.3. A MRMS coupled model is equivalent to a DSDEVS coupled model.

The proof of theorem 4.2 and Theorem 4.3 are omitted because of the space limita-
tion.

Actually, a DSDEVS coupled model is equivalent to a DEVS basic model, and
MRMS coupled model is equivalent to a DSDEVS coupled model, so a MRMS cou-
pled model is equivalent to a DEVS basic model. This is what theorem 4.2 mean. So
from theorem 4.3, theorem 4.2 can be derived.

Though, MRMS model can be described as a DSDEVS model, even a DEVS
model, DSDEVS and DEVS can't exhibit the characters of multi-resolution models.

4.3 An Example

In this section, we will give an example to illustrate how to describe a multi-
resolution model system using MRMS. Considering the following example: we want
to model a system composed of an aircraft formation on the blue side, and an antiair-
craft gun company and an air surveillance radar station on the red side. The aircraft
formation is modeled with two different granularities: formation and single aircrafts.
When the distance between radar and aircraft is less than some certain value, the air-
craft should be modeled at the resolution of single aircraft, otherwise, the aircraft
should be modeled at the resolution of formation. When the distance between the
aircraft and the antiaircraft gun company is less than some distance, the antiaircraft
gun can attack the aircraft and the aircraft can retaliate upon it. Because the antiair-
craft company is model at low resolution, the aircraft should also be modeled at low
resolution when interacting with the antiaircraft gun company.
According to MRMS formalism, we get:

MRMS =< X,.,Y, K, {M},Z,MZ >
where: X, =Y, =0,k ={R,G, A} , here, A represent aircraft.
/‘//R and ./1//G represent the single resolution DEVS model of radar and antiair-
craft gun company respectively, whose resolution is 7, and 7, respectively.
M, = {}/A,{M:l},Ri’fl.} , where ¥, = {7, 7.}, M and M are classic DEVS

model.
% is the resolution control module, M, is the model of .

M,=<X,s,,,S,.Y,, 7, V.M ,},0,.4,.7,>

VAR
For this simple example, we can enumerate all of its resolution modes:

G Tro T b Wgs Moo} s g Tro s Tp 1}
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Antigireraft Gun
Maodel (G)

Low Resolution
Plane Model (F) Radar
Model (R)

7T

Plane Anti-Alr Radar
Madels CGrun Models Madels

Fig. 1. MRMS-based multi-resolution model description (before resolution change)

At the initialize state S0y the aircraft is model with the resolution of formation, as
showed in Fig.1. According to MRMS, we have:
(0=7Z'(xZ,S0,Z) =TT Tr
M(p =< D(p’ {Iq),d}ﬁ {qu,d}a {Zqz,d}a {R(p,d} >

D, =< F.R,G >,
L, =G .1}, 1, ={F}, 1, ={F}
1,,=1F,G,R}

C, =D,ic {F,R,G}, R, =D,ic{F,R,G}
Z(p,F :Y;(XYG —>XF, Z(p,R :YF —>XR, Z(M[ :YRXYG %Xl.

At some point, the distance between the aircraft and radar is less than some value,
the radar need the high resolution model of the aircraft and the antiaircraft gun need
the low resolution model of aircraft. As showed in Fig.2, So:

Xy =2y 8, =0,,(50,%,) . @'=7(s,) =1, 16, {1 1y}
Accordingly,
M, =<D,,{,,3:1Cya}:1Zya}> 1Ry} >,
D,=<F,P,R,G >,
L,.=1Gx}, 1,, =P}, 1,, ={F},and 1,, ={F,P,G,R}.
C,.={P}, C,,={F}, R, Y, > X,, and R,,:Y, > X,.
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Antiaiveraft Gun
Model (G)

Low Reselution
Plane Model (F)

(e
N

Rip

High Resolution Rudur
Plane Model (P) Maodel (R}

Plane Anli-Air
Muodels Ciun Maodels

h 4

Fig. 2. MRMS-based multi-resolution model description (after resolution change)

5 Conclusion and Future Work

In this paper we represent a new concept called multi-resolution model family and
established a new multi-resolution model description formalism called multi-
resolution model system specification. Our MRMR specification has the following
characters: it clearly describes the fact that there are different resolution models of an
entity in system; it describes the relations between different resolution models; it has
the ability to describe the dynamic change of model resolutions; it can be used to
describe different modeling method; it has the property of closure under coupling.

Our future work include: designing multi-resolution modeling support system
based on MRMS, exploring new methods for multi-resolution modeling and design-
ing simulation model base support multi-resolution model storing and querying using
MRMS.
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Abstract. Smart homes integrated with sensors, actuators, wireless networks
and context-aware middleware will soon become part of our daily life. This pa-
per describes a context-aware middleware providing an automatic home service
based on a user’s preference inside a smart home. The context-aware middle-
ware utilizes 6 basic data for learning and predicting the user’s preference on
the home appliances: the pulse, the body temperature, the facial expression, the
room temperature, the time, and the location. The six data sets construct the
context model and are used by the context manager module. The user profile
manager maintains history information for home appliances chosen by the user.
The user-pattern learning and predicting module based on a neural network
predicts the proper home service for the user. The testing results show that the
pattern of an individual’s preferences can be effectively evaluated and pre-
dicted by adopting the proposed context model.

1 Introduction

Since the computing devices are getting cheaper and smaller, we are dealing with
ubiquitous computing as Mark Weiser stated in [1]. The original concept of home
intelligence was mostly focused on network connections. Researchers claim that
smart homes will bring intelligence to a wide range of functions from energy man-
agement, access monitoring, alarms, medical emergency response systems, appliance
controlling, and even interactive games [2].

Appliances installed in a smart home should be able to deliver enhanced or intelli-
gent services within the home. A fundamental role for “Artificial Intelligence” in
smart homes is to perform the underlying monitoring, management, and allocation of
services and resources that bring together users and information [3].

Moreover a context-aware middleware is needed to offer an unobtrusive and ap-
pealing environment embedded with pervasive devices that help its users to achieve
their tasks at hand; technology that interacts closely with its occupants in the most
natural ways to the point where such interaction becomes implicit [4].

We propose a context-aware middleware that utilizes 6 basic data for learning and
predicting the user’s preference of the content: the pulse, the body temperature, the
facial expression, the room temperature, the time, the location. This middleware of-
fers a automated and personalized services to the users.

Section 2 gives related research works on context-awareness. Section 3 addresses
how the context is constructed in the middleware. In Section 4 we introduce the de-
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tailed architecture of the middleware. Section 5 we introduce the context visualization
appliance. Section 6 presents implementation and experimental results. We conclude
in section 7.

2 Related Works

In order to enable natural and meaningful interactions between the context-aware
smart home and its occupants, the home has to be aware of its occupants’ context,
their desires, whereabouts, activities, needs, emotions and situations. Such context
will help the home to adopt or customize the interaction with its occupants. By con-
text, we refer to the circumstances or situations in which a computing task takes
place. Context of a user is any measurable and relevant information that can affect the
behavior of the user.

Meaningful context information has to be derived from raw data acquired by sen-
sors. This context processing aims at building concepts from environmental and hu-
man data sensed by sensors. This intelligence processing is also know as context
interpretation and should contain two sub-steps: modeling and evaluation [5,6]. Raw
data is modeled to reflect physical entities which could be manipulated and inter-
preted. Propositions from the modeling module need to be evaluated against a
particular context. Evaluation mechanisms often use artificial intelligence techniques.

A context-aware system can be constructed with several basic components. Most
of all the middleware gathers context information, processes it and derives meaning-
ful (re)actions from it [7]. Ranganathan and Campbell argued that ubiquitous comput-
ing environments must provide middleware support for context-awareness. They also
proposed a middleware that facilitates the development of context-aware agents. The
middleware allows agents to acquire contextual information easily, reason about it
using different logics and then adapt themselves to changing contexts.

Licia Capra proposed the marriage of reflection and metadata as a means for mid-
dleware to give applications dynamic access to information about their execution
context [8].

Stephen S. Yau developed a reconfigurable context-sensitive middleware for per-
vasive computing. Reconfigurable context-sensitive middleware facilitates the devel-
opment and runtime operations of context-sensitive pervasive computing software

[9].

3 Context Definitions

Context's definition is important in context aware middleware. Researcher of context
aware proposed a model in which a user’s context is described by a set of roles and
relations [10]. To attain a user’s goal the system must process the user related data
along with the environmental data. We proposed a user context of 6 basic data: the
pulse, the body temperature, the facial expression, the room temperature, the time,
and the location. The pulse and the body temperature are detected by sensors attached
on a PDA(Personal Digital Assistant). The user’s facial image is also attained by a
small camera from the PDA and transmitted wirelessly. Room temperature is meas-
ured by a wall-mounted sensor. We installed 4 cameras to detect the user’s location
inside a room.
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Fig. 1. Context Information

Figure 1 shows the six data sets for the context and they are normalized between
0.1 and 0.9. The pulse below 40 and over 180 were eliminated since they represent
abnormal human status. The body temperature below 34 and over 40 were eliminated
by the same reason. Facial expressions are normalized and categorized as described
in [11]. The room temperature is normalized based on the most comfortable tempera-
ture which is between 23 and 24 Celsius. The time is normalized based on 24 hours.
The location is a user’s position in out experimental room.

4 Context-Aware Middleware Framework

Figure 2 shows the overall architecture of the context-aware middleware. The mid-
dleware obtains the context data through the context manager. Collected data is fed
into the user preference learning module. The user preferable service is automatically
provided by the user preference prediction module.

4.1 Context Normalization

As showed in Figure 3, the context manager collects six sets of the contextual data,
detects garbage data, normalizes the data, and sends the data to the user preference
learning and prediction module. If out of range data is detected, the context manager
automatically recollects the same kind of data.
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Fig. 2. Overall design of the context-aware middleware

Fig. 3. Context Manager Process

Context data is delivered in machine learning algorithm after pass through nor-
malization process in context manager.

4.2 Learning and Prediction Module

The User preference learning module uses the context data along with the history of
past home appliances chosen by the user.
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Fig. 4. User Preference Learning and Prediction Modules

Since back-propagation neural networks (NNs) have the capability to learn arbi-
trary non-linearity, we chose momentum back-propagation NNs for the user prefer-
ence learning module [12]. Figure 4 shows the flow chart for the algorithm. For train-
ing and testing of the learning module, the difference between the trained result
(content choice) and the user’s actual choice is used to control the connection
weights. If the difference value is smaller than the predetermined threshold, the learn-
ing process is finished.

4.3 User Profile Manager

User profile manager maintains all history data about the user’s home appliance
choices. The user profile manager keeps the user profiles of the content choice and
the corresponding context data. Figure 5 shows the XML schema structure of the user
profile and an actual example of the XML data.

All context data are managed in database. Table 1 shows user's security informa-
tion. User Security table includes user's grade and password.

Table 1. User Security table

como97 skkok skokok ko 1

Table 2 shows user service definition. Context aware middleware provides ser-
vices for 5 appliance. Each appliance is classified by 3 state values (power/chan-
nel/sound).
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Fig. 5. User Profile Structure and an XML example

Table 2. User Service Definition Table

E001(TV) 1 1 1 2
E002(Audio) 1 1 1 )
E003(Air Conditioner) 1 1 0 2
E004(Projector) 1 1 0 1
E005(Light) 1 1 0 B

Table 3 is database table that store 6 context data by user action.

Table 3. User Status Value by User Behavior

como97 | 89 8 36.5 26 2 0405220930 | E001P1
Choi 12 6 37 23 5 0405221052 | E002C1

In case of machine learning module loss weight value, user profile manager offers
machine learning module all state values that is stored on data base.

5 Visualization of Context Aware Middleware

Figure 6 shows context aware client for context optical representation. Context aware
client offers third dimension simulation environment. Context aware client’s primary
function acquires 6 context data and takes charge of role that transmits data by con-
text aware server. Context aware server transmits sequence to context aware client
through learning and prediction module.
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6 Implementation and Experimental Results

The key modules of the context-aware middleware are the user preference learning
and prediction modules. We experimented and evaluated different topologies of NNs.
Variation of the topologies of the input layer, the hidden layer and the output layer
followed by measuring error signal values by the hidden layer, error signal values by
the output layer and the success rates (error signal values means the summation of all
error values at a specific layer) (in Table 4). Variation of the number of trainings
followed by measuring error signal values by the hidden layer, error signal value by
the output layer and the success rates (in Table 5). Variation of the number of neurons
at the hidden layer followed by measuring error signal value by hidden layer, error
signal value by output layer and the success rate

As shown in Figure 4, the algorithm continues until error signal value by the out-
put layer is small than the predetermined threshold value. In each training experi-
ment, one of the data groups was used to train the NNs, a second group was used for
cross-validation [13] during training and the remaining group was used to test the
trained NNs. Table 5 shows the definition of the output values produced by NNs.

The experiments show that 6-3-3 topology (6 input units, 3 hidden units, 3 output
units) has the best overall results (Table 4). The best number of units for the hidden
layer is also three as shown in Table 4.
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Table 4. Variation of the topologies

Topology Success eS:(()):ssi‘:gar:::?:l):e Test error signal value
Rate(%) by output value
by output layer
6-1-1 50 89.032959 91.232523
6-1-3 70 101.343953 102.234234
6-1-5 55 123.254345 124.345234
6-3-1 75 25.172533 26.890749
6-3-3 100 80.8794322 82.3241105
6-3-5 100 160.923144 163.232675
6-5-1 50 142.341646 143.678929
6-5-3 75 136.375948 137.239277
6-5-5 75 128.452788 129.260493
Table 5. Variation of the number of trainings
L . Cross validation error .
earning Success . Test error signal value by
signal value by output

Count Rate(%) B output layer

10000 100 80.906453 81.185020

20000 100 75.866532 76.109002

30000 100 73.649298 73.979502

40000 100 78.721034 78.957699

50000 100 75.499323 75.668125

60000 100 76.502143 76.601838

Table 6 presents output value in learning and prediction module. Output value is

separated into 5 state values.

Table 6. The Definition of the output values

Output Air
Value | TV Audio o Projector Light
Conditioner
Qutput Layer
1 0.0 0.25 0.5 0.75 1.0
3 100 110 111 010 001
5 10000 01000 00100 00010 00001

7 Conclusions

This paper described the context-aware middleware providing an automatic home
service based on a user’s preference at a smart home. The context-aware middleware
utilizes 6 basic data for learning and predicting the user’s preference of the content:
the pulse, the body temperature, the facial expression, the room temperature, the time,
the location. The six data sets construct the context model and are used by the context
manager module. User profile manager maintains history information for multimedia
content chosen by the user. The user-pattern learning and predicting module based on

neural network predicts the proper multimedia content for the user.
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The testing results show that the pattern of an individual’s preference can be effec-

tively evaluated by adopting the proposed context model. Further research will be
needed for adopting a different machine learning algorithm such as SVM(support
vector machine)[14] and comparing the prediction ratio.
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Abstract. For real-time applications, the underlying operating system (OS)
should support timely management of real-time tasks. However, most of cur-
rent operating systems do not provide timely management facilities in an effi-
cient way. There could be two approaches to support timely management facili-
ties for real-time applications: (1) by modifying OS kernel and (2) by providing
a middleware without modifying OS. In our approach, we adopted the middle-
ware approach based on the TMO (Time-trigger Message-triggered Object)
model which is a well-known real-time object model. The middleware, named
TMSOM (TMO Support Middleware) has been implemented on various OSes
such as Linux and Windows XP/NT/98. In this paper, we mainly consider
TMOSM implemented on Linux (TMOSM/Linux). Although the real-time
scheduling algorithm used in current TMOSM/Linux can produce an efficient
real-time schedule, it can be improved for periodic real-time tasks by consider-
ing several factors. In this paper, we discuss those factors and propose an im-
proved real-time scheduling algorithm for periodic real-time tasks. The pro-
posed algorithm can improve system performance by making the structure of
real-time middleware simpler.

1 Introduction

For real-time applications, the underlying operating system should support timely
management of real-time tasks. However, most of current operating systems do not
provide timely management facilities in an efficient way. There could be two ap-
proaches to support timely management facilities for real-time applications: (1) by
modifying OS kernel and (2) by providing a middleware without modifying OS. The
former approach is to modify OS kernel into a preemptive version. However, it may
cause some of OS standard services inoperable. Therefore, we adopted the middle-
ware approach without modifying OS to support timely management of real-time
tasks although the middleware approach can support less accurately than the kernel
modification approach [1].

Our middleware approach is based on the TMO (Time-trigger Message-triggered
Object) model which is a well-known real-time object model. The middleware,
named TMOSM (TMO Support Middleware), has been implemented on various OSes
such as Linux and Windows XP/NT/98 [2-4]. TMOSM basically provides capabilities
for executing TMOs on Linux and Windows XP/NT/98 such as periodic execution of

* This work was supported by the Ministry of Information & Communications, Korea, under
the University IT Research Center (ITRC) Support Program.

T.G. Kim (Ed.): AIS 2004, LNAI 3397, pp. 304-312, 2005.
© Springer-Verlag Berlin Heidelberg 2005
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real-time tasks, input/output message handling, management of deadline violations,
etc. To effectively support these functions, TMOSM contains a real-time middleware
scheduler and message handler. The real-time middleware scheduler is activated
every time-slice which is defined by the hardware timer interrupt handler. In case a
value of time-slice becomes less or a period of a periodic real-time task becomes
smaller, the real-time middleware scheduler will be more frequently activated every
time-slice. This scheduling algorithm may cause CPU resource to waste and the over-
head of a system to increase. Therefore, we propose a new real-time middleware
scheduling algorithm which can efficiently handle periodic real-time tasks.

In this paper, we first discuss design issues in TMOSM, mainly TMOSM/Linux,
and propose an improved real-time middleware scheduling algorithm for periodic
real-time tasks. Additionally, based on our proposed algorithm, we present our ex-
perimental results.

The rest of this paper is organized as follows. Section 2 briefly describes the TMO
model and TMOSM/Linux. Section 3 discusses some design issues in real-time mid-
dleware. Section 4 describes newly proposed real-time middleware structure and
scheduling algorithm. Section 5 presents our experimental results. Finally, Section 6
summarizes the paper.

2 Related Works
2.1 TMO Model

TMO is a natural, syntactically minor, and semantically powerful extension of the
conventional object(s) [5, 6]. Particularly, TMO is a high-level real-time computing
object. Member functions (i.e., methods) are executed within specified time. Timing
requirements are specified in natural intuitive forms with no esoteric styles imposed.
As depicted in Fig. 1, the basic TMO structure consists of four parts:

[ ]
Name of TMO AR \

< N ‘/Capabilities for accessing
<Jooss] [opss, ] * & EAC/,‘Aé: other TMOs and network

- environment including
Object Data Store (ODS) logical multicast channels

and I/O devices

..... [>AAC>> spM1
@ F====== Time-triggered (TT-)
- CAAC)"3 SpM2 [~ Spontaneous
S Methods (SpM’s)
Reservation Q .
. “Absolute
Service from SVM’s, SpM’s ®  Deadlines time domain”
Request
Queue .
- SvM1 Message-triggered (MT-)
Client Service
T™O's TITh SYM2 Methods (SvM’s)
: ° “Relative
—_— > Concurrency ° time domain”
Control

Fig. 1. The Basic structure of TMO (Adapted from [5])
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e Spontaneous Methods (SpM): a new type of method, also known as the time-
triggered (TT) method. The SpM executions are triggered when the real-time
clock reaches specific values determined at design time. An SpM has an AAC
(Autonomous Activation Condition), which is a specification of time-windows for
execution of the SpM. . An example of an AAC is "for t = from [1am to 11:40am
every 20min start-during (t, t+5min) finish-by t+10min" which has the same effect
as { "start-during (1lam, 11:05am) finish-by 11:10am" and "start-during
(11:20am, 11:25am) finish-by 11:30am" }

o Service Method (SvM): conventional service methods. The SvM executions are
triggered by service request messages from clients.

e Object Data Store (ODS): the basic unit of storage which can be exclusively ac-
cessed by a certain TMO method execution at any given time or shared among
concurrent executions of TMO methods (SpMs or SvMs).

e Environment Access Capability (EAC): the list of entry points to remote object
methods, logical communication channels, and I/O device interfaces.

There are potential conflictions when SpM’s and SvM’s access the same data in
ODS simultaneously. To avoid such conflictions, a rule named Basic concurrency
constraint (BCC) is set up. Under this rule, SvM's cannot disturb the executions of
SpM's and the designer's efforts in guaranteeing timely service capabilities of TMO's
are greatly simplified. Basically, activation of an SvM triggered by a message from
an external client is allowed only when potentially conflicting SpM executions are
not in place. An SvM is allowed to execute only if no SpM that accesses the same
portion of the Object Data Store (ODS) to be accessed by this SvM has an execution
time window that will overlap with the execution time window of this SvM. How-
ever, the BCC does not affect either concurrent SpM executions or concurrent SvM
executions.

2.2 TMO Support Middleware (TMOSM/Linux)

Figure 2 shows the internal thread structure of TMOSM/Linux. There are two types
of threads in TMOSM/Linux, the application thread and the middleware thread (also
called system thread). An application thread executes a method (SpM or SvM) of an
application TMO as assigned by TMOSM/Linux. Middleware threads are periodic
threads (periodically activated by high-precision timer interrupts), each responsible
for a major part of the functions of TMOSM/Linux. The middleware threads of

TMOSM/Linux are classified by WTMT (Watchdog Timer Management Task), ICT

(Incoming Communication Task), and OCT (Outgoing Communication Task). Roles

of each middleware thread are as follows:

(1)WTMT : This thread is periodically activated by the timer offered by the underly-
ing OS. The thread schedules other middleware threads and application threads
that are assigned to each SpM or SvM of an application. That is, all threads
should be controlled by WTMT. WTMT manages updating of system timer, in-
vocation of application threads and deadline. Therefore, WTMT is a core thread.

(2)ICT : This thread manages the distribution of messages coming through the com-
munication network to the destination threads. The computational capacity of ICT
is one factor determining the maximum incoming bandwidth that the host node
can handle.
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Fig. 2. The Basic Internal Thread Structures of TMOSM/Linux

(3)OCT : This thread manages message transfer from one to another node by the pair
of ICT of one node. In TMOSM/Linux, OCT uses UDP socket.

Each middleware thread has its priority and is repeatedly executed in the following
order: WTMT, ICT and LIIT. Also these middleware threads are periodically acti-
vated to run for a time-slice. Figure 3 shows execution order of tasks in the real-time
middleware with 10msec as a time-slice.

origin +10msec +2(!msec +3(!msec

—f ]
o |0 |@
N N

|

WTST
(Middleware Scheduler)

haad D
(Message Communication)

Application Thread

T

Context switch to non real-time tasks

Fig. 3. Execution Order of Tasks

Although both SpM and SvM are registered in similar fashions, TMOSM/Linux
handles the two types of methods differently during run-time. In this section, SpM
executed by WTMT is described. Figure 4 shows the internal structure of SpM exe-
cuted by WIMT. WTMT periodically examines the registered SpM’s in MCB and



308

Ho-Joon Park and Chang-Hoon Lee

Execution
(Invocation)

McB @ - MlD,Time_QL.:3 O\

) SpMReservationQ

Threads — — — —— -
permanently ThreadReadyQ
bound to

SpM'’s

SpM Thr.

Fig. 4. Internal Structure of SpM Executing by WTMT

identifies the SpM’s to be executed in the near future. The identified methods are
placed in the SpM-Reservation-Queue for further analysis. Each SpM in SpM-
Reservation-Queue is moved into Ready-Application-Thread-Queue later as the time-
window for starting the SpM execution arrives. WTMT selects a thread in Ready-
Application-Thread-Queue according to the scheduling policy each time a new time-
slice opens up.

3 Real-Time Middleware Scheduling Algorithm in TMOSM/Linux

We

discuss several design issues in scheduling algorithm of WTMT for the SpM

invocation. Those issues are as follows:
(1)From a queue point of view, Figure 5 shows the internal structure of OS and

TMOSM/Linux for executing tasks [8]. The Execution-Queue is handled by the
OS such as Linux and Windows. Actual activation of a “runnable” task in the
Execution-Queue is done by the scheduler of the OS for every time-slice. In gen-
eral, it is necessary to support queues in the real-time middleware for developing
a real-time middleware running on DOS which schedules only single task [9].
However, because the current most popular OS such as Linux and Windows
XP/NT/98 can schedule multiple tasks, it is not necessary to support queues in the
real-time middleware. Therefore, for TMOSM/Linux to handle the SpM-
Reservation-Queue and Ready-Application-Thread-Queue causes CPU resource
to waste and the overhead of a system to increase.

(2)Based on time-slice, the timeliness for a real-time system is determined. The rea-

son is that WTMT determines the invocation of each SpM for every time-slice.
That is, WTMT is activated every time-slice which is defined by the hardware
timer interrupt handler. For example, in case the periodic time of a SpM is 1 sec
and the time-slice is 1msec, WTMT should be executed 1,000 times for 1 sec to
determine the invocation of SpM. In this case, unnecessary activation of WTMT
has happened 999 times whenever SpM is invocated. Therefore, like mentioned
above, this scheduling algorithm causes CPU resource to waste and the overhead
of a system to increase.
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(3)Moreover, there is a consideration of a queue structure in the real-time middle-
ware. The basic queue structure is array. The array structure is not an important
problem when the number of SpM’s on a system is a few. While the overhead of
a system or the number of SpM’s has been increased, it takes much time to search
SpM in a queue [9].

4 Proposed Real-Time Middleware Scheduling Algorithm
4.1 Proposed Structure

As mentioned before, to solve the issues of the real-time middleware scheduling algo-
rithm in TMOSM/Linux, an improved real-time middleware scheduling algorithm for
periodic real-time tasks is proposed. Figure 6 shows the proposed internal structure of
SpM’s invocated by WTMT. WTMT periodically examines the registered SpM’s in
MCB with our proposed scheduling algorithm. The selected methods are moved into
the Execution-Queue and the scheduler of the OS selects a thread in Execution-Queue
according to the scheduling policy each time a new time-slice opens up. Without
using SpM-Reservation-Queue and Ready-Application-Thread-Queue in this struc-
ture, it is not necessary for WIMT to search SpM’s in these queues.

. . ! oS

Real-time Middleware !

: time-slice
1

—_—) _'_’I
Teulati 1
for . .
invocation time of SpM Execution-Queue execution

MCB !

1
(Method Control Block) 1
1
1

Fig. 6. Proposed Internal Structure of SpM’s Invocated by WTMT

4.2 Proposed Scheduling Algorithm

In order to solve the problem of determining the invocation of registered SpM’s in
MCB each time-slice, the greatest common divisor (G.C.D.) is used in this paper. The
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following equations show how to calculate G.C.D. based on period of SpM’s. With
every computed G.C.D. value, WTMT is activated to determine the invocation of
SpM’s in MCB. That is, the computed G.C.D. value is a periodic time which is used
to invocate SpM’s in MCB. For example, in case time-slice is 1msec and period of
each SpM is 3 sec and 5 sec, 3 sec of SpM corresponds to 3,000 time-slices and 5 sec
of SpM corresponds to 5, 000 time-slices. In this paper, 3, 000 and 5, 000 are called
conversion period. Therefore, the G.C.D. of 3,000 and 5,000 is 1,000. The 1,000 of
G.C.D. is equal to 1,000 times of time-slice. WIMT determines the invocation of
SpM’s in MCB not each 1 time-slice but each 1,000 time-slice. Therefore, the over-

head of a system can be reduced by using the scheme. T , should be newly

CD—perio
calculated whenever new SpM is created or the period of SpM is updated. This
scheme is applied in a new proposed real-time middleware scheduling algorithm in
this paper.

lnnvmion_pmo =2 period of SpM; / time-slice

2

. = aperiod of SpM,; / time-slice
con versmn—perlod

e o o
N iod of SpMy / time-sli
= ri ime-sli
tconversion—period a period ot Spiin time-slice
e In case of first execution,
1 2 N

LN )
conversion—period ’ t conversion— period ’ ’ t conversion—period

TGCD—period =GCD (t

e In case of creating new SpM or updating period of SpM,
l‘:j:;emon_perio =2 period of SpM,.,, / time-slice

new

TGCD—period = G.CD. (TGCD—period ’ Z‘conversion—period)

As mentioned above, Figure 7 shows an improved real-time middleware schedul-
ing algorithm for invocating SpM’s. The following notations are used:

o T

S _: a value of increasing when each time-slice occurs
chedulerCounter

® Tocoperioa - @ periodic time for determining the invocation of SpM’s in MCB with
using G.C.D.

e SpM ..., aperiodic time of SpM

o SpM

o SpM

In the improved real-time middleware scheduling algorithm, T, is in-

SchedulerCounter

: a initial time of SpM

InitTime

: times of a SpM invocation

InvokeCount

creased by the real-time middleware scheduler whenever each time-slice occurs (line
1~2). The real-time middleware scheduler calculates periodic scheduling time of
MCB with T and computed T, (line 3). It also calculates the

SchedulerCounter CD— period

(line 4). If T

chedulerCounter

desirable invocation time of SpM, T is larger

DesiredInvocation
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thanT

DesiredInvocation

, SpM is invocated (line 5~6). For SpM to be invocated when next

period of SpM is occurred, SpM is increased (line 7). Without using SpM-

InvokeCount
Reservation-Queue and Ready-Application-Thread-Queue in our proposed structure,
SpM’s are invocated and directly moved into Execution-Queue on the OS by the real-
time middleware scheduler. Our proposed scheduling algorithm provides a simple
structure of real-time middleware structure and can also reduce the number for SpM’s
search in MCB. Therefore, CPU resource can be more efficiently used and the over-
head of a system can be more reduced. Thus the timeliness for periodic real-time
tasks can be more guaranteed.

1 for (each time-slice) do {

2 Tschedutercounter €~ Tschedutercounter +1

3 i (Tsehedutercounter MO Tgep perioa == 0){

4 Toesireatavocate €= (SPMinokecoun * SPM perioa ) + SPM pietime
5 I (Thegredinvocate <= TschecuterCounter) {

6 invoke SpM

7 SPM iotecoun €~ SPMinyoecoun 1

8 }

9 1}

10 }

Fig. 7. Proposed Real-time Middleware Scheduling Algorithm for Periodic Real-time Tasks

I proposed scheduling igorthm
[ exiting WIST algoithm

NA NA NA

10 20 30 40 50 60 70 80 90 100 10 0 0 4 50 60 70 80 90 100
Number of SpM’s invocated on PC Number of SpM’s invocated on PDA

Fig. 8. Simulation Results

5 Experimental Results

In order to test the performance of the proposed scheduling algorithm, the simulation
environment is followed. The simulation is performed on a PC with Pentium4 1.5G
on X86 LINUX system and a PDA with CPU 206MHz on StrongArm Embedded
system. The number of SpM is increased by 10 times from 10 to 100. The periodic
time of each SpM’s is randomly given from 1 sec to 5 sec. Figure 8 shows simulated
result on a PC and a PDA. Whenever SpM is invocated by the real-time middleware
scheduler, the difference between T and T is calculated in the

chedulerCounter DesiredInvocate
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proposed algorithm and the existing algorithm. As can be seen in the Figure 8, our
proposed algorithm is better performance than the scheduling algorithm in TMOSM.
Without the overload of the system, the difference will be 0 or 1. However, with
increasing the number of SpM’s, the difference becomes significantly high. In case
the number of SpM’s is 90 or 100, the difference is very high or is not able to be
calculated. The reason is that the performance of PC or PDA is not able to support a
lot of SpM’s. It is difficult to guarantee timeliness of SpM’s as the difference has
increased.

6 Conclusions

In this paper, we have examined design issues in real-time middleware scheduling
algorithm and proposed a new real-time middleware scheduling algorithm which can
determine the invocation time of SpM by G.C.D. method without using queues in the
real-time middleware. Furthermore, we showed that our proposed scheduling algo-
rithm is more efficient than the existing scheduling algorithm. The more the number
of periodic real-time tasks increase, the more our proposed scheduler is efficient.
Moreover, since Linux v2.6 supposes to support preemption in the kernel level, we
expect our mechanism to be more suitable for Linux v2.6.
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Abstract. The Computational Grid, distributed and heterogeneous col-
lections of computers in the Internet, has been considered a promising
platform for the deployment of various high-performance computing ap-
plications. One of the crucial issues in the Grid is how to discover, select
and map possible Grid resources in the Internet for meeting given appli-
cations. The general problem of statically mapping tasks to nodes has
been shown to be NP-complete. In this paper, we propose a mapping
algorithm for cooperating Grid applications by the affinity for the re-
sources, named as MACA. The proposed algorithm utilizes the general
affinity of Grid applications for certain resource characteristics such as
CPU speeds, network bandwidth, and input/output handling capabil-
ity. To show the effectiveness of the proposed mapping algorithm, we
compare the performance of the algorithm with some previous mapping
algorithms by simulation. The simulation results show that the algorithm
could effectively utilize the affinity of Grid applications and shows good
performance.

1 Introduction

Advances in high-speed network technology have made it increasingly feasible to
execute even communication-intensive applications on distributed computation
and storage resources. Especially the emergence of computational GRID envi-
ronments [1, 2] has caused much excitement in the high performance computing
(HPC) community. Many Grid software systems have been developed and it has
become possible to deploy real applications on these systems [3,4].

A crucial issue for the efficient deployment of HPC applications on the Grid
is the resource selection and mapping. There has been much research on this
issue [5-9]. Globus [10,11] and Legion [12] present resource management ar-
chitectures that support resource discovery, dynamical resource status monitor,
resource allocation, and job control. These architectures make it easy to create
a high-level scheduler. Legion also provides a simple, generic default scheduler
which can easily be outperformed by a scheduler with special knowledge of the
application [5,13].

T.G. Kim (Ed.): AIS 2004, LNAT 3397, pp. 313-322, 2005.
© Springer-Verlag Berlin Heidelberg 2005



314 Ki-Hyung Kim and Sang-Ryoul Han

MARS [9] and AppLeS [14] provide application-specific scheduling which
determines and actuates a schedule customized for the individual application
and the target computational Grid at execution time.

As an approach of a general resource selection and mapping framework in-
stead of relying on application specific scheduling, a resource selection framework
(RSF) which selects Grid resources by the application’s characteristics was pro-
posed [5]. RSF consists of three phases: selection of possible resources which form
a distributed virtual machine, configuration, and mapping of application sub-
tasks into the selected virtual machines. These three phases can be interrelated.
For the selection of possible resources, RSF defined a set-extended ClassAds
Language that allows users to specify aggregate resource properties (e.g., total
memory, minimum bandwidth). RSF also proposed an extended set matching
matchmaking algorithm that supports one-to-many matching of set-extended
ClassAds with resources. The resource selector locates sets of resources that
meet user requirements, evaluates them based on specified performance model
and mapping strategies, and returns a suitable collection of resources. It also
presented a mapping algorithm for the Cactus application [15].

The matching of tasks to machines and scheduling the execution order of
these tasks has been referred to as a mapping. The general problem of opti-
mally mapping tasks to machines in heterogeneous computing machines has been
shown to be NP-complete [7,9]. Heuristics developed to perform this mapping
function are often difficult to compare because of different underlying assump-
tions in the original study of each heuristic [9].

This paper proposes a mapping algorithm for GRID applications, named
as MACA (Mapping Algorithm for Cooperating GRID applications based on
the Affinity for GRID resource characteristics) which can be used in RSF. The
proposed algorithm utilizes the general affinity of Grid applications for cer-
tain resource characteristics such as CPU speeds, network bandwidth, and in-
put/output handling capability. To show the effectiveness of the proposed map-
ping algorithm, we compare the performance of the algorithm with some previous
mapping algorithms by simulation. The simulation results show that the algo-
rithm could effectively utilize the affinity of Grid applications and shows good
performance.

The rest of this paper is organized as follows. In Section 2, we briefly describe
the resource selection framework which is the basis of our proposed mapping
algorithm. In Section 3, we propose MACA. Section 4 presents the performance
results of MACA. Finally, we summarize our work in Section 5.

2 Preliminaries

This section describes the preliminary backgrounds of the proposed algorithm.
We at first describe the architecture of RSF and a simple mapping algorithm
for Cactus application presented in RSF. Then, we show the Maz-min map-
ping heuristic which is used for the performance comparison with our proposed
algorithm.
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Fig. 1. The architecture of RSF.

2.1 Resource Selection Framework (RSF)

The architecture of the resource selection framework is shown in Fig. 1. Grid
information service functionality is provided by the Monitoring and Discovery
Service (MDS-2) component [16, 17] of the Globus Toolkit [11]. MDS provides a
uniform framework for discovering and accessing the system configuration and
status information that may be of interest to the schedulers such as server config-
uration and CPU load. The Network Weather Service (NWS) [18] is a distributed
monitoring system designed to track periodically and forecast dynamically re-
source conditions, such as the fraction of CPU available to a newly started
process, the amount of memory that is currently unused, and the bandwidth
with which data can be sent to a remote host. Grid Index Information Service
(GIIS) and Grid Resource Information Service (GRIS) [17] components of MDS
provide resource availability and configuration information.

The Resource Selector Service (RSS) comprises three modules. The resource
monitor acts as a Grid Index Service (GRIS) [17]; it is responsible for querying
MDS and NWS to obtain resource information and for caching this informa-
tion in local memory, refreshing only when associated time-to-live values expire.
The set matcher uses the set-matching algorithm to match incoming application
requests with the best set of available resources. The mapper is responsible for
deciding the topology of the resources and allocating the workload of application
to resources.

For the selection of possible resources, RSF defined a set-extended ClassAds
Language that allows users to specify aggregate resource properties (e.g., total
memory, minimum bandwidth) [5]. RSF also proposed an extended set matching
matchmaking algorithm that supports one-to-many matching of set-extended
ClassAds with resources. Both application resource requirements and application
performance models are specified declaratively, in the ClassAds language, while
mapping strategies, the topic of this paper, can be determined by user-supplied
code. The resource selector locates sets of resources that meet user requirements,
evaluates them based on specified performance model and mapping strategies,
and returns a suitable collection of resources, if any are available.

After selecting the possible resources for a Grid application, the next step
is mapping some selected resources for the application. RSF proposed a simple
mapping algorithm for Cactus application and showed good performance result
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with the algorithm. We name it as the simple mapping algorithm of RSF in
this paper because the algorithm considers only the bandwidth between nodes
while mapping even though the algorithm show good performance for Cactus
application. The general step of the algorithm is as follows:

1. Pick the node with the highest CPU speed as the first machine of the line.

2. Find the node that has the highest communication speed with the last node
in the line, and add it to the end of the line.

3. Continue Step 2 to extend the line until all nodes are in the line.

2.2 Max-Min Heuristic Mapping Algorithm for Independent Tasks

There has been much research on the mapping issues in heterogeneous comput-
ing environments (HCE) [9]. The general problem of optimally mapping tasks
to machines in HCE has been shown to be NP-complete [7,9]. The goal of the
heuristic mapping algorithms is to minimize the total execution time, also called
as the makespan, of the metatask. Heuristics developed to perform this mapping
function are often difficult to compare because of different underlying assump-
tions in the original study of each heuristic [9]. Among them, the Maz-min
heuristic, one of the most typical heuristic mapping algorithms for independent
tasks on HCE has shown good performance result.

The Max-min heuristic begins with the set U of all unmapped tasks and the
set V of all unmapped nodes in HCE. Then, the set of minimum completion
times, M = ming<j<,(ct(t;,m;)),for each t; € U and m; € V, is found, where
ct(t,m) is the completion time of task ¢ on node m. Next, the task with the overall
maximum completion time from M is selected and assigned to the corresponding
machine (hence the name Max-min). Lastly, the newly mapped task is removed
from U, and the process repeats until all tasks are mapped. Intuitively, Max-min
attempts to minimize the penalties incurred from performing tasks with longer
execution times.

3 MACA

This section proposes MACA, a mapping algorithm for cooperating Grid ap-
plications. The intuition of MACA is to utilize the general affinity of Grid ap-
plications for certain resource characteristics such as CPU speeds and network
bandwidth. That is, if an application is a group of independent tasks (that is,
there is no communication between tasks), MACA considers only the processing
power (CPU speed) of nodes during mapping. Conversely, if an application is
a group of highly dependent tasks (that is, they communicate frequently with
one another), MACA considers the network bandwidth of a node with the first
priority during mapping. For this affinity, MACA employs a(k) of a task k as a
measure of the tendency of the computation over the total completion time. It
ranges from 0 (tasks communicate with one another all the time with no local
computation) to 1 (independent tasks).
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Fig. 2 shows the pseudo code of MACA. The algorithm takes the sets of
tasks (U) and nodes (V') as input, where | U |<| V' |. The output is the mapping
between all the given tasks in U and some selected nodes out of the given set of
nodes (V).

The first step of the algorithm is to order the tasks in the decreasing order
of the computation time (line 7 in the algorithm). The algorithm finds the best
matching node for each task in this order. The intuition of this ordering of tasks
comes from the Max-min algorithm. Intuitively, Max-min attempts to minimize
the penalties incurred from performing tasks with longer execution times. As-
sume, for example, that the Grid application being mapped has many tasks with
very short execution times and one task with a very long execution time. Map-
ping the task with the longer execution time to its best machine first allows this
task to be executed concurrently with the remaining tasks with shorter execution
times.

The algorithm has an iterative loop until all tasks in U find their own mapped
nodes from V. In each step of the iteration, the algorithm finds two candidate
nodes for mapping: fc and sc. fe, the first candidate node, is the best matching
node from the set of still unmapped nodes while sc, the second candidate node,
is for the sake of the next iteration loop of the comparison.

At the first iteration step, the algorithm tries to find fc as the node with the
highest CPU speed among the nodes for mapping with the task with the highest
computation time (that is, the first one in the ordered task list) (lines 9-11 in
the algorithm). The algorithm then moves the mapped task and node from U
and V, the sets of input tasks and nodes, to W, the set of mapping candidates.

From the second iteration step, fc becomes a node with the largest value of
(,a criteria of the matching from the already mapped node(s). § is defined as
follows (line 14 of the algorithm):

By, j) = (CS())*™ /(NL(y, j))' ", (1)

where y is an already mapped node in W, j is the next candidate node of
mapping, a(k) is the relative portion of the computation time over the total
completion time of task k, C'S(j) is the CPU speed of node j, and NL(y,j)
is the network latency between node y and j. If o is 1, B(y, j) becomes C'S(j)
which has no relationship with the previously selected node.

The algorithm compares the obtained first candidate node fc with the second
candidate node (sc) from the previous step of the iteration and chooses a node
with the greater § value for mapping.

For the sake of the next iteration step, the algorithm also finds the node
(sc) with the second largest value of Ss.. sc¢ will be compared with the first
candidate of the next iteration for selecting the next best matching node in the
next iteration step.

As an example of the algorithm, we show a typical mapping process for a
given tasks and nodes. Fig. 3 and Fig. 4 show an example task and node graphs
respectively. Fig. 5 shows the mapping process of the example tasks and nodes.
The first step is the calculation of « from the task graph in Fig. 4. Also we
order the tasks in the decreasing order of CPU speed for the Max-min fashion
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Data: the set U of all unmapped tasks and the set V' of all unmapped nodes,
where | U |<| V|
Result: the set W of mapping from U to V'

1 begin
2 y «— null;
//y is the previously mapped node.
3 fc— sc— [Bsec «— null;
//fc and sc are the first and second candidate nodes for mapping,
respectively.
4 while U becomes empty do
5 For all unmapped tasks ¢ € U and all unmapped nodes j € V', compute
ct(i, 7), the computation time of task 7 on node j;
6 Get M = {m;, for all ¢ € U}, where m; = minjcv ct(4, j) of task i;
7 Select task k£ such that my = max;cy m;, where m; € M;
//Select tasks by the Max-min algorithm style.
8 if y = null then
9 pick node n with the highest CPU speed (CS) from all nodes in V;
fe—mn;
10 map task k into node fc, remove k from U and fc from V', and put
the mapping between k and fc into W;
11 Yy fo
12
13 else if y # null then
14 fe < node f with 8y = max;cv (v, j), where
By, ) = (CS(7)*™ /(NL(y, ) ~**);
//a(k) is the relative portion of the computation time over the total
completion time of task k
//CS(j) is the CPU speed of node j
//NL(y,j) is the network latency between node y and j.
//fc and sc are the first and second candidates for mapping.
15 if Bfc < Bsc then
16 swap fc and sc;
17 map task k into node fc, remove k from U and fc from V', and
put the mapping between k and fc into W;
18 Yy fo
19 else
20 map task k into node fc, remove k from U and fc from V', and
put the mapping between k and fc into W
//Determine a second candidate for the next iteration step.
21 fc — node f with 8y = maxjev B(y, ), where
By, ) = (CS()*® /(N L(y, ) ~*®;
22 if Bfc > Bsc then
23 sc«+— fc;
24 end
25 y— fc
26 end
27
28 end
29 end

Fig. 2. Pseudo codes of MACA.
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A c D E [ Nlyn
A & 7 5 25 40
B & 2 12 20
(o} 5 10 25
D 2 5 18 30
B’s NL,,,=20=3+12+2+3 E 25 12 10 18 65
(a) Resource graph. (b) Network latency matrix.
Fig. 3. An example resource graph.
]:: Task 1 Task 2 Task 3 Task 4
Comp. | Comm. | Total | Comp. | Comm. | Total | Comp. Cr:m Total | Comp. Cr:m Total
Time Time | Time Time Time Time Time Tlrn-e Time Time Tlrn-a Time
A | 55 20 75 50 20 70 65 20 85 60 20 80
B | 73 10 83 67 10 77 87 10 97 80 10 a0
c | 44 13 57 40 13 53 52 13 65 48 13 61
D | 49 15 64 a4 15 59 58 15 73 53 15 68
E | 63 33 95 57 33 90 74 a3 107 69 33 101

Fig.4. An example task graph.

a(1)=55/75=0.73 a(2)=50/70=0.71 «(3)=65/85=0.76 «a(4)=60/80=0.75

1stloop:  CS(A)=40 3dloop:  B(D,A)=9.7  <+— SCyqio0p
CS(B)=30 B(D,B)=10.1 +— fCargioop
CS(C)=50 € fCisio0p B(D.,E)=6.3
CS(B)=45
CS(B)=35 y<B €max(B(D,B), B(C,A) )
Y € fCtioop= C SCarai00p €A € max(B(D,A), B(C,A))
SCiatip € NI W={C-3,D-4,B-1}
W={C-3}
h loop: = f
2100p: B(C,A)= 98 — S F 0% BBA=10.2 < TCutricap
B(C,B)=9 B(B,E)=5.1 <+— SCyth-io0p
B(C.D)= 11 6 — Cangioop
B(C.E)=8

y<A <max(B(B,A), B(D.A))
SCanioop €E € Max(B(B,E). B(D,A))
W={C-3,D-4,B-1,A-2}

y<D €max(B(C,D),0)
SCongroop € A

W={C-3,D-4}

Fig. 5. Mapping process for the example.

mapping: 3, 4, 1, and 2. In the first loop of the iteration, C' becomes fc¢ because
it has the highest CPU speed among the nodes. In all the other iteration loops,
we get two candidate nodes and choose the node with the highest value of 3
among them.
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Task Min-Max Simple Mapping of RSF MACA

1 A, ct(1,A)=75 D, ct(1.D)=64 B, ci(1,B)=83

2 E. ct(2,E)=90 A, ct(2,A)=70 A, ct{2,A)=70

3 C, ct(3,C)=65 C, ct(3,C)=65 C. ct(3,C)=65

4 D, ct(4,D)=68 B, ct(4,B)=90 D, ct(4,D)=68
Makespan 90 90 83

Fig. 6. Comparison of Mapping results.

Simulation Parameters Range
Network Latency 5735
CPU Speed 500 ~ 1050
Task Completion Time 307130

Fig. 7. Simulation parameters.

Fig. 6 compares the proposed algorithm with the other two previous algo-
rithms. Max-min considers only the computation time during mapping because
it is naturally a mapping algorithm for independent tasks. Simple mapping algo-
rithm of RSF considers only the network latency between nodes during mapping.

4 Performance Evaluation

For evaluating the proposed mapping algorithm, we compared the proposed al-
gorithm with Max-min and the simple mapping algorithm of RSF by simulation.
The simulation models of the algorithms are developed by C/C++. The neces-
sary parameters for simulation include the information of a Grid application
consisting of several tasks and the node information as shown in Fig. 7. Com-
putation times of tasks are generated randomly. Each application consists of
10 tasks, and each task’s computation time is generated by a random number
generator. We assume that the computation time of a task depends mainly on
the CPU speed even though there are some other aspects such as memory size
and the speed of 10. We also assume that the pre-selection procedure screens
out unmatched nodes such as nodes with lower memory size than the required
minimum memory size. For each value of «, we have performed 10 simulations
with different random numbers.

Fig. 8 shows the simulation results for 10 tasks and 15 nodes. The proposed
algorithm shows better performance when the value of @ becomes greater (that
is, the computation time portion of the total completion time becomes greater).
When the variation of the CPU speeds of nodes is large, the proposed algorithm
also shows better results than the small range. This is because the proposed
algorithm considers both the CPU speed and the network latency of resources.
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Small variation of CPU speeds, 101asks and 15 nodes Large variaton of CPU speeds, 10 tasks and 15 nodes

BRSF m Wax-hin O MACA BRSF W Wai-tn CWACA

i L] L] u
01 02 03 04 a5 08 07 08 09 0.1 0z 03F 04 95 05 07 08 0g
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(a) Small variation of CPU speeds. (b) Large variation of CPU speeds.

Fig. 8. Performance comparison (10 tasks and 15 nodes).

5 Conclusion

The Grid technology enables the aggregation of computational resources con-
nected by high speed networks for high performance computing. A crucial issue
for the efficient deployment of GRID applications on the Grid networks is the
resource selection and mapping. RSF was proposed as a generic framework for
resource selection and mapping. This paper proposes a mapping algorithm for
cooperating Grid applications which utilizes the application’s affinity for the
Grid resource characteristics. Depending upon the communication tendency of
the Grid application, the proposed algorithm maps the resources with the affin-
ity. For the performance evaluation of the algorithm, Max-min and the simple
algorithm of RSF are compared with the algorithm by simulation. The simula-
tion results show the proposed algorithm shows good performance by utilizing
the application’s characteristics.
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Abstract. There are many security vulnerabilities in computer systems. They
can be easily attacked by outsiders or abused by insiders who misuse their
rights or who attack the security mechanisms in order to disguise as other users
or to detour the security controls. Today's network consists of a large number of
routers and servers running a variety of applications. Policy-based network
provides a means by which the management process can be simplified and
largely automated. This article describes the modeling and simulation of a secu-
rity system based on a policy-based network that has some merits. We present
how the policy rules from vulnerabilities stored in SVDB (Simulation based
Vulnerability Data Base) are inducted, and how the policy rules are trans-
formed into PCIM (Policy Core Information Model). In the network security
environment, each simulation model is hierarchically designed by DEVS (Dis-
crete EVent system Specification) formalism.

Keywords: Security Policy, PBNM (Policy-based Network Management),
network security, DEVS formalism, simulation, Data Mining.

1 Introduction

Present-day networks are large complex systems consisting of a variety of elements,
which can come from a variety of vendors. But it is more difficult than before for
human administrators to manage more and more new network devices. The chal-
lenges facing the enterprise managers include network congestion, network complex-
ity and security. A new wave of multimedia applications now begins to enter into
corporate intranets — voice and video can hardly wait to join the bandwidth fray [1].
Every network is made up of a variety of elements, but they must still work together.
Because of this heterogeneity and the lack of complete standardization, managing a
network with more than a handful of elements can require a significant amount of
expertise. The network manger is faced with the difficult task of meeting internal and
external security requirements while still providing easy and timely access to network
resources to authorized user. The solution to these issues lies in policy-based man-
agement. A network manager creates policies to define how resource or services in
the network can (or cannot) be used. The policy-based management system trans-
forms these policies into configuration changes and applies those changes to the net-
work. The simplification and automation of the network management process is one
of the key applications of the policy framework [2].

Since evaluating the performance of a security system directly in real world re-
quires heavy costs and efforts, an effective alternative solution is using the simulation
model [3]. The simulation models that are security model and network component are
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© Springer-Verlag Berlin Heidelberg 2005
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constructed based on the DEVS formalism. We construct the SVDB for analyzing the
vulnerabilities. SVDB has vulnerabilities of systems and policy information that can
be used by security systems. We have simulated to verify the performance of the rule
induction using SVDB for DOS (Denial of Service) attack and probing attack.

2 Related Works
2.1 Policy-Based Framework

The general policy-based framework can be considered an adaptation of the IETF
policy framework to apply to the area of network provisioning and configuration [4-
6]. The policy architecture as defined in the IETF consists of four basic elements as
shown in Fig. 1.

Policy repository
Policy management tool » Storage
» Policy editing » Search
» Rule validation » Retrieval
» Global conflict resolution f

Policy enforcement point

Policy decision point
» Rule locator

» Requirements checking
» Policy transformation

» Operate as specified by
policy rule

» Optional policy rule
validation

» Feedback

Fig. 1. The IETF policy framework

PMT (Policy Management Tool) is used by an administrator to input the different
policies that are active in the network. The PMT takes as input the high-level policies
that a user or administrator enters in the network and converts them to a much more
detailed and precise low-level policy description that can apply to the various devices
in the network. PDP (Policy Decision Point) makes decisions based on policy rules
and it is responsible for policy rule interpretation and initiating deployment. Its re-
sponsibilities may include trigger detection and handling, rule location and applicabil-
ity analysis, network and resource-specific rule validation and device adaptation func-
tions. PEP (Policy Enforcement Point) is the network device that actually implements
the decisions that the PDP pass to them. The PEP is also responsible for monitoring
any statstics or other information relevant to its operation and for reporting it to the
appropriate places. Policy Repository is used to store the policies generated by the
management tool. Either a directory or a database can store the rules and policies
required by the system. In order to ensure interoperability across products from dif-
ferent vendors, information stored in the repository must correspond to an informa-
tion model specified by the policy framework working group [7].

2.2 DEVS Formalism

The DEVS formalism, developed by Zeigler is a theoretical, well grounded means of
expressing hierarchical, modular discrete-event models [8]. In DEVS, a system has a
time base, inputs, states, outputs and functions. The system function determines next
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states and outputs based on the current states and input. In the formalism, a basic
model is defined by the structure:

M=< Xa 87 Y7 Sinl’ Sext, 7\'9 ta>
where X is an external input set, S is a sequential state set, Y is an external output set,
Oi¢ 1s an internal transition function, . iS an external transition function, A is an

output function and ta is a time advance function. A coupled model is defined by the
structure:

DN =< D, {Mi}, {Ii}, {Z,;}, select >

where D is a set of component name, Mi is a component basic model, [; is a set of
influences of I, Z;,; is an output translation, select is a tie-breaking function. Such a
coupled model can itself be employed in a larger coupled model. Several basic mod-
els can be coupled to build a more complex model, called a coupled model. A cou-
pled model tells how to couple several models together to form a new model.

2.3 Policy Representation

The high-level and low-level policies required for network management can be speci-
fied in many different ways. From a human input standpoint, the best way to specify
a high-level policy would be in terms of a natural-language input. Although these
policies are very easy to specify, the current state of natural-language processing
needs to improve significantly before such policies can be expressed in this manner.
The next approach is to specify policies in a special language that can be processed
and interpreted by a computer. When policies are specified as a computer interpret-
able program, it is possible to execute them. A simpler approach is to interpret the
policy as a sequence of rules, in which each rule is in the form of a simple condition-
action pair (in an if-then-else format). The IETF has chosen a rule-based policy repre-
sentation. IETF Policy Framework WG works especially on the “condition action”
part to define Policy Core Information Model [9] for the representation of policy
information. The PCIM is the object-oriented information model for representing
policy information. This model defines representing policy information and control of
policies, and association classes that indicate how instances of the structural classes
are related to each other. Policies can either be used in a stand-alone fashion or ag-
gregated into policy groups to perform more elaborate functions. Fig. 2 illustrates the
inheritance hierarchy for PCIME (PCIM extensions) [9,10].

2.4 Vulnerability Database

A vulnerability is a condition or weakness in (or absence of) security procedures,
technical controls, physical controls, or other controls that could be exploited by a
threat [11]. The theme of vulnerabilities analysis is to devise a classification, or set of
classifications, that enable the analyst to abstract the information desired from a set of
vulnerabilities. This information may be a set of signatures, for intrusion detection; a
set of environment conditions necessary for an attacker to exploit the vulnerability; a
set of coding characteristics to aid in the scanning of code; or other data.

Government and academic philanthropists, and some companies, offer several
widely used and highly valued announcement, alert, and advisory services for free.
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Fig. 2. Class Inheritance Hierarchy for PCIME

Each of those organizations referred to the same vulnerability by a different name.
Such confusion made it hard to understand what vulnerabilities you faced and which
ones each tool was looking for- or not looking for. The MITRE Corporation began
designing a method to sort through the confusion. It involved creating a reference list
of unique vulnerability and exposure names and mapping them to appropriate items
in each tool and database. We use CVE (Common Vulnerabilities and Exposures)
names in a way that lets a security system crosslink its information with other secu-
rity systems [12].

3 The Structure of Target Network and Simulation Model

The target network has five subnets; subnet_1, subnet_2, subnet_3, subnet4 and sub-
net_5. The types of component models in the network are Policy Server, IDS, Fire-
wall, Router, Gateway, Vulnerability Scanner model. Each subnet has unix server,
linux server, windows NT server and etc. These models are constructed based on the
DEVS formalism.

3.1 Network Architecture

The System Entity Structure (SES) [8] is a knowledge representation scheme that
combines the decomposition, taxonomic, and coupling relationships. The entities of
the SES refer to conceptual components of reality for which models may reside in the
model base. Fig. 4 is a system entity structure for the overall target network model.

Network Simulation model is decomposed into Network and EF model. EF Model
is again decomposed into Generator model and Transducer model. Generator model
generates network input packets. Transducer model measures a performance indexe
of interest for the target system. Network model is decomposed into Gateway, Subnet
and PolicyCompnent model. PolicyComponent model is decomposed again into Poli-
cyFramework and InterfaceForSVDB model.
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Fig. 3. SES of the target network

3.2 SVDB

SVDB has the specific information that can be used by security agents as well as the
common information of vulnerability of system. SVDB has four componets; vulner-
ability information, packet information, system information and references informa-
tion. SVDB also has particular parts for accuracy and efficiency of security agents.
The payload size is used to test the packet payload size. The offset modifies the start-
ing search position for the pattern match function from the beginning of the packet
payload. The payload size and offset have the added advantage of being a much faster
way to test for a buffer overflow than a payload content check. URL contents allow
search to be matched against only the URL portion of a request. Table 1 shows the
table of SVDB for the simulation [13].

Table 1. Table of SVDB

Table Field
Vulnerability | Vulnerability Name(CVE), Summary, Published, Vulnerability Type, Ex-
Information ploitable Range, Loss Type, Vulnerable Software and Versions
Packet IP flags, TTL, Protocol, Source IP, Destination IP, IP options, ICMP code,
Information ICMP type, Source port, Destination port, Sequence number, Acknowl-
edgement number, TCP flag, Offset, Payload size, URL contents, Contents,

CVE Name
System Vulnerable Software and Versions, Vendor, Name, Version
Information
References Source, Type, Name, Link

Information
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3.3 System Modeling

Fig. 4 shows the structure of PolicyFramework model. PolicyFramework model is
divided into PMT model and PDP model. PMT model is composed of Resource Dis-
covery model and Validity Check model. Resource Discovery model determines the
topology of the network, the users, and applications operational in the network. In
order to generate the configuration for the various devices in the network, the capa-
bilities and topology of the network must be known. Validity Check model consists
of various types of checks: Bounds checks, Consistency checks, Feasibility checks.

PDP model is composed of Supervision model, Policy Transformation model and
Policy Distributor model. Supervision model receives events from network devices
and monitors network usage. The PDP can use this information about the network to
invoke new policy-based decisions. Policy Transformation model translates the busi-
ness-level policies into technology-level policies that can be distributed to the differ-
ent devices in the network. Policy Distributor model is responsible for ensuring that
the technology-level policies are distributed to the various devices in the network.

—{ Policy Framework }

PMT
Supervision
Resource
Discovery
Valid Policy ;
Check Transformation

Policy
Distributor

Fig. 4. Structure of Policy Framework Model

Fig. 5 shows the structure of IDS. IDS model is divided into Detector model, Re-
sponse Generator model and Logger model. Detector model is further decomposed
into Pattern Matcher model and Analyzer model. Pattern Matcher model is a rule-
based expert system that detects intrusions through pattern matching procedure with
packet data and rules. Analyzer model is a statistical detection engine that detects
intrusions by analyzing system log and audit. Response Generator model determines
a response according to the detection result of Detector model and sends a message.
Logger model records all information of detection procedure in the log file.

IDS

fatcher
Matcher Generator
H |

Fig. 5. Structure of IDS Model
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4 The Collaboration Between SVDB and Policy-Based Framework

The policy management tool in the common policy-based framework is used by the
administrator but we have appended the some module interface for the better automa-
tion control. The policy-based framework in the proposed system is accessed by the
administrator, SVBD and intrusion detection system. Fig. 6 shows the structure and
function of SVDB interface. The main function of each component is as follows:

— Basic Transformer: Basic Transformer provides a connection of DB, data type
converting and basic type checking.

— Rule Induction: Rule Induction builds a decision tree from DB using tree induc-
tion algorithm. Rule induction serves as a postprocessing of tree induction. A rule
is constructed by a particular path from root to a leaf in the decision tree.

— Rule Transformer: Rule transformer provides a transformation between a policy
rule and a class of PCIMe.

——{ Policy Framework PolicyRule
L* PR ':“>‘ﬂED‘P ':“>‘ PEP IPolicyCon ition icy A ction
PMT
\ Rule Transformer I

DB Interface Module]
B — —

IK’FIJ?WE'ireCtILIOE = In) ~
agbit =
\ Rule T_rils_form er I EINPPalefJI?dslgzeP< ~20) ~
\ Rule Induction (NHpy FPracketPerSecon

- o~ THEN
\ Basic Transformer [ Filtering(CurrentSrcIP,IN)

DBMS
e — *DB(int)->0DBC(String)

Fig. 6. Structure and function of SVDB interface

4.1 Policy Rule Induction from SVDB

A well-known tre